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Abstract

In this paper we present a method for detecting malicious Android applications using feature selection methods. Three
distinguishing features i.e. opcodes, methods and strings are extracted from each Android file and using feature selection
techniques, prominent and diverse, top ranking features are mined. Different tree classifiers are used to categorize Android files
as either malware or benign. Results show that methods is the most credible feature, which gives accuracy of 88.75% with 600
attributes using Correlation Feature Selection method and Adaboost with J48 as base classifier.
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1. Introduction

Today’s smart phones have evolved from mobile phones with more sophisticated functionalities like web
browsing, social networking, video viewing, online banking and more. Smart phones are smart due to the operating
systems it carries. Android is the most popular one and holds the largest market share'. The popularity and also the
open source nature have attracted malware writers towards Android®. Strict application inspection procedure is not
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performed before they are published in the Android market. Android security model is based on permission-based
mechanisim®.

Android devices are vulnerable® to threats caused by the malicious applications due to the ease of modifiability
of the applications. Some of the noticeable vulnerabilities are denial of service attacks that cause requests to be
flooded in the servers by the compromised machine, execution of code by the attackers using Android Debugger
Bridge (adb), stack based buffer overflow resulting in arbitrary code execution, memory corruption to gain root
privileges etc.

The paper aims at developing machine learning based method for Android malware analysis. Recently machine
learning techniques are being used to build models for decision making that automatically learns from available data.
Andromaly® uses machine learning techniques to discriminate benign and malignant apps. It is a host based,
supervised anomaly detection system, that extracts features to learn about known malware and identifies unknown
malware. Experiment was performed on 10 datasets developed from 20 benign games, 20 benign tools and 4
malicious apps. Detection rates were better in case of usage of benign games than benign tools.

Our method extracts static features such as opcodes, methods and strings from apk file. Feature selection
methods like Goodman Kruskals, Information Gain and Correlation Feature Selection (CFS) is used to rank each
attribute. Finally, a classification model is developed for classifying unseen Android files as malware or benign,
using various classifiers like Naive Bayes, Adaboost (with J48 as base classifier), IBK, Random Forest, J48 and
Sequential Minimal Optimization (SMO).

Following are the key contributions of the proposed method: (a) A machine learning based model for
classification of malware and benign applications is built using non-signature based method. (b) Usually
misclassification occurs due to huge feature lengths, so in our model dimensionality reduction is brought about by
using three feature selection methods. (c) The robust model using prominent feature method, achieves accuracy of
88.75% with 600 attributes using Correlation Feature Selection Method with Adaboost classifier.

The remaining sections are organized as follows: Section 2 deals with related works in the field of android
malware detection, Section 3 discusses the proposed methodology, Section 4 comprises of experiments and results
and Section 5 deals with conclusion.

2. Related Work

Authors in® proposed a kernel based behavior analysis of Android malware. It is a signature based detection
methodology. To generate signatures, keywords or regular expressions were used. Experiments were performed on
230 applications downloaded from the Android market. The result of this study led to the generations of 16
signatures based on three categories of threats associated with the applications.

In’, a static mechanism for identifying the malicious code in iCalender by reverse engineering was proposed.
Experiment was performed using ApkTool®, WinZip'’, Dex2Jar'® and JD-GUI". The resulting code is scrutinized
and the malicious code injected in iCalender is determined.

DroidMat, static feature extraction method was proposed byg. The experiment was carried out on malware
collected from Contagio mobile'* and benign apps collected from Google Play. The features like permissions,
activities, services, etc. inside the manifest file were extracted. Singular value decomposition was applied to find out
the most critical features.

Gianluca Dini. Et al, discussed a real-time multilevel anomaly detector that monitors Android both at kernel level
and user level, named MADAM'. It uses lesser number of features compared to Andromaly’. Here machine
learning techniques were used to detect unknown malware. After gaining root privilege, a logger module bound
inside in the kernel finds out the number of occurrence of system calls. A collector receives features and builds
feature vectors. Logger stores it in local files to build training set. A classifier was developed based on this and it
decides whether the vectors built are good or malicious.

Survey of current state of mobile malware was discussed in''. The authors have analyzed 46 pieces of iOS,
Android and Symbian malware that was found in wild since 2009. The same dataset is also used for evaluating the
techniques for preventing and identifying mobile malware.
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3. Proposed Methodology

In this section we describe our machine learning based model for mobile malware analysis. We have applied
feature extraction and dimensionality reduction techniques in our approach. ApkTool® is used to disassemble
Android files and three predominant features namely opcodes, methods and strings are extracted to develop a model
for malware detection. The feature selection methods used were Kruskals method, information Gain and Correlation
Feature selection (CFS). The feature vector tables constructed from the selected feature sets were given to the
classifier for classification using WEKA'S. The classifier used were Naive Byes, Adaboost, Ibk, Random Forest, J48
and Sequential Minimal optimization(SMO) .The proposed framework is shown in Fig 1 and the methodology is
described in the following subsection.
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Fig. 1 Architecture of classification model

3.1. Data collection

Datasets were generated for malicious as well as benign Android applications. A total of 612 malicious application
samples were collected from the Contagiomobile' and 758 benign applications were downloaded from datasets'
and". Each benign file was scanned using commercial antivirus to make sure that all benign files were indeed
legitimate.

3.2. Dataset pre-processing
Android files have .apk extension. These .apk files are given as input to ApkTool'® to unpackage it. This will

contain .smali format. This .smali file is used to extract features, which in our case is opcode (without operands),
method name (without return type and parameters) and strings.
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3.3. Separation of dataset

After the extraction of features, the complete dataset is divided into train and test set. Out of the total 758 benign
samples, 419 of them are included in the training set and remaining reserved for prediction phase. From the total 612
malware samples, 330 are included in the training set and remaining samples are included in the test set.

3.4. Feature selection

A table is constructed for each feature extracted, which contains the frequency of occurrence of the feature and
the number of files in which the feature is present, after eliminating sparse and redundant features. Features
considered are those which possess low frequency and those exist in fewer samples. Three feature selection methods
used are Correlation Feature selection method®’, Goodman Kruskals method” and Information Gain method”'. Table
1 introduces the three feature selection methods.

Table 1 Feature selection methods

Method Description
&
Correlation M = K e
Featur.e \/k +hk*(k—D*r,
;{elfgtlgg Heuristic based method. Feature is considered good if it has high co-relation to target class and not to
etho

other features. M is the heuristic merit of the feature, K the total number of feature, r

, is the average

feature to feature co-relation and r_is the average feature to class co-relation.

.
Zmax(nl.},, ny ) —max(n.,,n, )

Q==
Goodman n= max(n*P Py )
Kruska1252 Used in predicting a class with respect to an input feature. Asymmetric feature A measures the
Method predectivity. 2=1/0 denotes perfect predicitivity/no predictivity. N, total number of samples, i, each
feature 1, total number of features. P, benign class and N, malware class. n, /5, is the number of
samples with feature i in class P/N. n,,/n., is the sum of frequency of samples for all features in class
P/N.
[y <
N N N
1IG = —> " N, In —<t  — & — Lt
= N N = IV,
N L. N_ <= N~ N _
Information In ]\?’Lk —+ ]\; ]\l; == In ]\l;’(/k
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IG decides the relevance of an attribute. N, total number of samples, N,/ N, is the number of
samples in class ck where feature F is present/absent. N, /N is the number of samples in which feature
F is present/absent. N, is the number of samples that contain feature F. N,/ N, is the number of
samples in class C, /ck ..
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3.5. Model construction and prediction

A classification model is constructed with feature lengths 100,200, ... 1000 using AdaBoost, Naive Bayes,
Random Forest, Ibk, J48 and Sequential minimal optimization (SMO) classifiers. The models were created and
classified using WEKA'®, The feature vector tables constructed from the selected feature sets are given to the
classifier for model construction. The classifier predicts unknown samples.

3.6. Evaluation parameter

The performances of classification using different feature sets were measured in terms of accuracy. Accuracy is
the ratio of total number of files that correctly classified, to the number of files in the dataset. It is calculated as
follows.

Accuracy(Acc) = (TP+TN)/ (TP+ FN+ TN + FP) 1)

where, TP is the number of malware files classified as malware, FN is the number of malware files classified as
benign, TN is the number of benign files classified as benign and FP is the number of benign files classified as
malware. A feature vector table is then constructed with these values.

4. Results
The following tables give the accuracy in classification, based on different feature selection methods. Different
portions (100 to 1000) of total features are chosen from the whole feature set in order to determine the effect of

feature length on accuracy.

Table 2: Accuracy with Correlation Feature Selection method for feature method
Feature Length 100 200 300 400 500 600 700 800 900 1000

Classifier

Adaboost 87.14 8642 875 8642 87.67 8875 8696 87.14 875 87.67
Naive Bayes 64.10 68.03 6839 69.1 6928 69.1 69.1 6928 69.46 69.82
Ibk 84.82 83.75 8321 82,5 8125 8232 8339 84.1 8321 8142
J48 85.7 85.53 8535 85.35 8571 8535 8534 8553 8446 83.92
RandomForest  86.1 8589 8553 85.89 86.60 86.25 86.07 86.78 86.42 85.71
SMO 69.10 68.75 68.92 6875 68.03 8196 81.78 81.96 8142 81.78

Table 3: Accuracy with Information Gain feature selection method for feature method
Feature Length 100 200 300 400 500 600 700 800 900 1000

Classifier

Adaboost 77.68 7929 79.82 78.57 77.68 77.68 77.68 78.04 78.06 77.32
Naive Bayes 5893 58.93 5893 5893 5893 5893 5893 5893 59.11 59.11
Ibk 7232 72.14 7321 72.68 72.68 72.68 7286 72.86 72.86 72.86
J48 7429 7429 7429 7426 7429 7429 7429 7429 7429 7429
RandomForest 79.29 79.64 7893 8125 7839 81.07 79.82 79.82 79.28 81.61
SMO 5643 5642 5643 5821 59.64 5946 59.64 59.29 5893 5946

From Table 2, 3 and 4 we observe that higher classification accuracy for feature method is obtained with Adaboost
classifier using 600 features extracted from a total feature length of 1000 methods. We also observe that the increase
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in feature length reduces the classification accuracy due to the participation of irrelevant features in the feature
vectors. Worst performance is observed with NaiveBayes classifier. The projected result also depicts that SMO
results in higher accuracy at higher feature length.

Table 4: Accuracy with Goodman Kruskal feature selection method for feature method
Feature Length 100 200 300 400 500 600 700 800 900 1000

Classifier

Adaboost 83.92 85.18 85 87.5 8696 8571 87.32 8839 87.5 89.11
Naive Bayes 625 6429 63.03 65 64.82 64.82 6482 6571 6571 65.89
Ibk 78.03 77.5 80 80.71 80 79.64 7946 79.82 80.54 80.89
J48 82.14 8143 81.07 83.21 8339 8321 8321 8321 875 86.25
RandomForest 82.5 8446 8535 8536 85.18 85 85.54 85 86.25 86.79
SMO 66.43 6589 66.61 6821 68.57 6839 6821 6893 69.82 70.36

Table 5: Accuracy with Correlation Feature Selection method for feature opcode
Feature Length 100 200 300 400 500 600 700 800 900 1000

Classifier

Adaboost 87.14 86.43 875 8643 87.68 88.7 8696 87.14 87.5 87.68
NaiveBayes 64.11 68.04 6839 69.12 69.29 69.11 69.11 69.29 69.46 69.82
Ibk 84.82 83.75 83.21 825 81.25 8232 8339 84.11 83.21 8142
J48 85.7 85.54 8536 8536 8571 8536 8535 8554 84.46 8393
RandomForest  86.1 85.89 8554 85.89 86.61 8625 86.07 86.79 86.42 85.71
SMO 69.10 68.75 6893 68.75 68.04 81.96 81.79 8196 81.43 81.79

Table 6: Accuracy with Information Gain feature selection method for feature opcode
Feature Length 100 200 300 400 500 600 700 800 900 1000

Classifier

Adaboost 839 8247 8247 8247 8247 8247 8247 8247 8247 8247
Naive Bayes 56.17 58.14 58.14 58.14 58.14 58.14 58.14 58.14 58.14 58.14
Ibk 81.04 80.68 80.68 80.68 80.68 80.68 80.68 80.68 80.68 80.68
J48 81.75 79.43 79.43 7943 79.43 7943 7943 79.43 7943 7943
RandomForest 83.18 8443 84.43 8443 84.43 8443 8443 8443 8443 8443
SMO 61.72 6297 6297 6297 6297 6297 6297 6297 6297 6297

Table 7: Accuracy with Goodman Kruskal feature selection method for feature opcode
Feature Length 100 200 300 400 500 600 700 800 900 1000

Classifier

Adaboost 83.18 8444 8444 8444 8444 8444 8444 8444 8444 84.44
Naive Bayes 585 5921 5921 5921 5921 5921 5921 5921 5921 59.21
Ibk 78.83 78.83 78.83 78.83 78.83 78.83 78.83 7883 78.83 78.83
J48 62.87 62.87 62.87 6287 62.87 62.87 6287 6287 62.87 62.87

RandomForest 839 8426 84.26 8426 8426 8426 8426 8426 8426 8426
SMO 653 6297 6297 6297 6297 6297 6297 6297 6297 6297
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From Table 5,6 and 7 we observe that Adaboost and Random Forest classifiers perform well for the feature opcode.

Table 8: Accuracy with Correlation Feature Selection method for feature strings
Feature Length 100 200 300 400 500 600 700 800 900 1000

Classifier

Adaboost 627 627 627 62.87 6287 62.87 6287 6287 62.87 62.87
Naive Bayes 62.56 61.56 61.73 61.73 61.73 61.73 61.73 61.73 61.73 61.73
Ibk 7785 76.87 7687 76.87 77.03 77.03 77.04 77.04 77.04 77.04
J48 61.56 61.56 61.56 61.56 61.56 61.56 61.56 61.56 61.56 61.56
RandomForest 79.8 81.59 82.1 8241 82.08 82.08 82.08 82.08 82.08 82.08
SMO 79.8 7997 7997 7948 79.64 79.64 79.64 79.64 79.64 79.64

Table 9: Accuracy with Information Gain feature selection method for feature strings
Feature Length 100 200 300 400 500 600 700 800 900 1000

Classifier

Adaboost 54.56 54.56 5456 54.56 82.57 82.57 82.57 8257 8257 82.57
Naive Bayes 5456 5472 5472 5635 66.12 66.12 66.12 66.12 66.12 66.12
Ibk 54.56 5456 5456 5456 8143 8143 8143 81.43 8143 8143
J48 5456 5456 5456 54.56 66.12 66.12 66.12 66.12 66.12 66.12
RandomForest 56.51 81.59 58.14 61.07 842 842 842 842 842 842
SMO 56.35 79.97 56.51 59.12 82.57 82.57 82.57 8257 82.57 82.57

Table 10: Accuracy with Goodman Kruskal ion feature selection method for feature strings
Feature Length 100 200 300 400 500 600 700 800 900 1000

Classifier

Adaboost 6336 6336 6336 6336 6336 6336 6336 6336 63.36 63.36
Naive Bayes 63.19 63.19 63.19 63.19 63.19 63.19 63.19 63.19 63.19 63.19
Ibk 78.83 78.83 7883 78.83 7883 7883 78.83 7883 7883 78.83
J48 62.87 62.87 6287 62.87 62.87 6287 62.87 6287 62.87 62.87
RandomForest 82.57 80.62 83.06 83.06 82.57 82.57 8257 82.57 8257 82.57
SMO 81.08 81.08 81.6 82.57 8I.11 81.11 81.11 81.11 8I1.11 81.11

The model generated by string as feature does not produce better result. On inspection of feature vector table,
we noticed that the prominent list of strings obtained after the application of feature selection algorithm is rarely
present in the target class. This means that, the frequency of a feature in a sample are very less, or equal in both
classes. Thus the classifier misclassifies the instance. Following are the findings inferred from extensive experiments
conducted in this study.

e The developed model using methods resulted in higher accuracy. It was also observed that most of the

malware programs utilizes language dependent function instead of user defined procedure/functions.

e Higher accuracy is obtained with boosted version of J48 i.e. AdaBoostM1. The primary reason of better

performance is due to bagging and boosting approach in the identification of unseen samples.
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e We observe that dimensionality reduction favors machine learning based malware scanner as the
elimination of irrelevant attributes generalizes large subset of samples belonging to malware and benign
instances. Also, the pruned features have high variance in both the target class.

e  Correlation feature selection method produces better result as we have employed two step approaches. In
the first step feature to class correlated variables are abstracted and subsequently redundant feature are
eliminated by preserving those features that are supposed to have minimal correlation with other attributes.

e On inspection of the vector space representation of the instances using string features, higher
misclassification was achieved. We observed that most of the vectors were similar in magnitude hence did
not depict effective representation of samples belonging to both class. Moreover, instances had lesser/nearly
equal frequencies for majority of the attributes.

Conclusion

In this paper we have proposed a static feature based Android malware analysis method using machine learning

technique. The system collects prominent features from Android files and uses feature selection methods to identify

th

e top ranking features. The system has calculated the accuracy of each classifier separately. The feature methods is

having the highest accuracy value of 88.75 when a feature length of 600 is used, compared to all other features. It
was found that Adaboost with J48 as base classifier was the best classifier among the six classifiers used. Also
among the various feature selection methods, Correlation feature selection method was found to be most accurate.
We used the different features independently for testing and classification.
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