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Abstract

IEEE 802.11 uses RTS/CTS (request to send/clear to send) reservation mechanism in multi-hop ad hoc networks to prevent 
collision drops caused by the hidden terminals. Extended hidden nodes impose great challenges to RTS/CTS mechanism 
by creating additional interferences and route failures. We introduce a Markov model to compute the probability of col-
lision due to hidden and extended hidden nodes present in multi-hop ad hoc network under saturated traffic loads. This 
model is derived from the well-known Bianchi Markov chain model of IEEE 802.11 Distributed coordination function by 
introducing additional states in every back-off stage. Our model differentiates the collisions that could happen to RTS/CTS 
and data packets. We also compute the probability of link failure that occurs when the maximum retry limit is exceeded. 
The model is tested for varying network sizes with number of nodes 10, 50, 100, 150 and 200. The model validates the 
throughput, collision probability and link failure probability against the Bianchi model and ns-2.35 simulation result.

Keywords IEEE 802.11 · RTS · CTS · Extended hidden terminal · Link failure · Collision probability · Throughput · Markov 
model

1 Introduction

Shared nature of wireless transmission results in severe 
collisions or interferences over multi-hop ad hoc net-
work. The wireless node equipped with omni antenna 
propagates the signal in all directions. Signal strength in 
the wireless medium fades in proportion to the square of 
the distance from the transmitter. In Fig. 1, when NODE-0 
propagates signal in the form of data packet, the nodes in 
the transmission range (NODE-1) will be able to receive the 
data packet successfully.

The nodes in the interference range (NODE-2) will get 
interfered by NODE-0’s transmission and receive the signal 
as a background noise. NODE-3 does not fall in the signal 
propagation range of NODE-0, implying that NODE-3 will 
not be interfered by NODE-0 but by NODE-1. In order to 

schedule the wireless medium among multiple nodes, 
IEEE 802.11 is widely accepted as a medium access con-
trol (MAC) protocol for MANET. It uses binary exponential 
back-off algorithm (BEB) for collision avoidance.

Hidden terminals pose greater challenges to the MAC 
protocol design over multi-hop ad hoc networks. Hidden 
terminals are the nodes that are in the transmission range 
of the receiver but not in the transmission range of the 
sender of data transmission. They could cause potential 
interference in data transmission. To avoid such collisions, 
IEEE 802.11 protocol was enhanced with RTS/CTS mecha-
nism that reserves as a medium for data transmission 
over the region of transmission range of both sender and 
receiver. This region is named as the covered region of IEEE 
802.11 RTS/CTS mechanism. The remaining nodes that are 
lying in the detection/interference range of the sender 
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and receiver are called extended hidden terminals. RTS/
CTS messages cannot be decoded by extended hidden 
terminals, thus leading to failure in reserving the medium 
over the region of extended hidden terminals. This region 
is named as uncovered region. Physical carrier sense at 
transmitters does not help unless a very large carrier sens-
ing range is adopted [1]. Extended hidden terminals lying 
in the uncovered region causes potential interference or 
collisions, which leads to data packet drops as well as RTS/
CTS drops.

Packet drops could be recovered using local retransmis-
sions at the MAC layer. But the increased collisions among 
hidden terminals lead to the event of exceeding the retry 
limits of the retransmissions. This scenario makes the trans-
mitter drop the data packet and report link failure notifi-
cation to the network layer, which unnecessarily initiates 
the route discovery. In this model, we take into account the 
collisions caused by covered and uncovered regions while 
transmitting RTS/CTS and data packets and derive the col-
lision probability along with link failure probability.

Analytical models play an essential role in performance 
computation and protocol optimization. Bianchi was the 
first to describe the binary exponential back-off mecha-
nism of distributed coordination function (DCF) protocol 
in a single node. The author [2] assumed that the colli-
sion probability of each transmitted packet is constant 
and independent of the number of retransmissions. The 
drawback of Bianchi’s model is that it does not consider 
the freezing probabilities and assumes that the back-off 
counter is never frozen. Bianchi also calculated the packet 
delay of both access mechanisms separately.

Even though a myriad of Markov chain models exist to 
evaluate collision probability and throughput end-to-end 
delay, such models are generally limited to single-hop 
ad hoc networks. They do not consider the presence of 
extended hidden terminals in multi-hop ad hoc networks 
while deriving the performance measures. The proposed 
analysis is studied for RTS/CTS method of IEEE 802.11 DCF. 

Our model considers the interferences caused by both hid-
den and extended hidden terminals. Freezing probability 
of the nodes during back-off stage is also considered under 
the assumption of saturated traffic condition with finite 
number of stations. This model evaluates the throughput 
and link failure probability extensively.

The rest of the paper is organized such that Sect. 2 cov-
ers the related work and Sect. 3 introduces the proposed 
Markov model and presents the derivation of collision and 
link failure probabilities in detail. Performance evaluation 
of the proposed model is explained in Sect. 4. Conclusion 
is briefed in Sect. 5

2  Related work

Multiple models were proposed based on Bianchi’s Markov 
chain to describe the 802.11 protocol more accurately [3]. 
Chatzimisios et al. [4] considered the retransmission limit in 
which a packet drop happens while reaching a maximum 
retry limit. Zhang et al. [5] and Xiao [6] improved the analysis 
by taking the back-off counter freezing probability in their 
models. In [7], authors analysed the throughput for non-satu-
rated traffic over heterogeneous networks and predicted that 
optimized throughput can be achieved prior to saturation. In 
[8], the author provides a quantitative analysis to estimate the 
optimized load for maximum throughput in a multi-hop sce-
nario and also to find the impact of hidden nodes and capture 
effect. Per-flow throughput in a multi-hop network is found 
through an analytical model by identifying the dominating 
and starving flows [9]. In [10], authors found out the pattern 
of throughput distributions among the links of the multi-hop 
network by using a new back-off-the-envelope computation.

Many theoretical models have been developed for IEEE 
802.11 random access scheme over single-hop wireless 
ad hoc networks without considering hidden terminals 
[4, 11–15]. They extended the Bianchi Markov model with 
the calculation of performance metrics like average packet 
delay, throughput, packet loss probability, frame error 
rate, frame delay, packet errors on the capacity and ser-
vice time. Many authors have developed analytical mod-
els to realize IEEE 802.11 over multi-hop ad hoc networks 
[16–25]. However, authors [16–20] did not consider the 
effect of hidden terminals while calculating the through-
put or delay. In [21–25], the authors derived the satura-
tion throughput of CSMA/CA with RTS/CTS handshake in 
multi-hop networks. But they do consider the collisions 
happened during the transmission of RTS packet.

In [26], authors analysed that the interference hap-
pens on a link by considering the mutual interference 
from nearby multi-hop paths. They evaluated end-to-end 
throughput against number of nodes, connections and 
retransmissions. In [27], the probability of received power 

Fig. 1  Signal propagation range
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at a node is studied while considering a set of nodes trans-
mitting in the previous hop to characterize the coverage 
performance of the network. Salah [28] analysed the 
throughput and delay performance of IEEE 802.11 DCF 
over multi-hop ad hoc networks in the presence of hidden 
terminals. They analysed the effect of three parameters, 
namely hidden nodes, network size and maximum back-
off stage in throughput and delay. They also did not take 
into account the extended hidden terminals in analysing 
the performance.

Murad et al. [29] studied collision probability of IEEE 
802.11 DCF over full-duplex communication using Bianchi 
model and proved that collision reduces in full-duplex 
mode. They did not consider the effect of extended hidden 
terminals in duplex communication. Laura [30] handled 
hidden terminals and analysed the performance of IEEE 
802.11 by changing packet arrival model of access point to 
be multiple packet reception capable. We have considered 
extended hidden terminals and their effect on collision, 
which is different from the above works to the best of our 
knowledge.

3  System model

We consider a horizontal chain topology of multiple nodes 
as shown in Fig. 2. We assume that the nodes communi-
cate with each other using half-duplex radio transceivers 
with IEEE 802.11 DCF mode in saturated traffic conditions. 
It means that every node has at least one packet to trans-
mit at any time.

Transmission range of a node represents the region 
where the packets can be successfully received and 
decoded. Interference range of a node represents the 
region where the nodes lying in this region may affect the 
reception of data packets. We assume that carrier sense 
range is almost equal to interference range.

When a node wants to transmit, it senses the medium 
using physical carrier sense. If the node finds that the 

medium is free for DIFS plus random back-off period, the 
node transmits RTS control packet to the receiver. RTS 
includes the time duration needed for the data transmis-
sion. All neighbours of the sender overhear the RTS and set 
their network allocation vector (NAV) timer. The receiver 
node responds with CTS control packet if it senses the 
medium to be free.

The receiver node also specifies the time duration 
for data reception in CTS packet. The neighbours of the 
receiver overhear CTS and set their own NAV accordingly. 
Usage of NAV enables virtual carrier sensing and limits 
physical carrier sensing by making the node to sleep for 
specified duration, thus saving power. In this way, RTS/CTS 
exchange is helpful in avoiding unnecessary collisions in 
the covered region which is shown in Fig. 2. The RTS/CTS 
handshake cannot completely eliminate the problem of 
hidden terminals. Large portion of interference range is 
left uncovered by RTS/CTS method. The area labelled as 
region 2 in Fig. 2 shows the uncovered region of RTS/CTS 
handshake. Covered region includes the set of nodes that 
are neighbours to sender and/or receiver and shaded as 
region 1 in Fig. 2. The remaining nodes lying in region 2 
will not be able to decode the RTS/CTS messages, thereby 
missing out the opportunity of virtual carrier sensing.

This uncovered region is the root cause of the colli-
sions happening over multi-hop ad hoc networks. In this 
work, we derive the probability of collisions caused by 
region 1 and region 2 separately, which is then used in the 
Markov chain. We assume that NODE-1 is the transmitter 
and NODE-2 is the receiver. While NODE-1 wants to com-
municate with NODE-2, NODE-1 has to send RTS to the 
NODE-2. In this scenario, when some other node lying in 
the covered (region 1) or uncovered region (region 2) also 
transmits at the same time, collision might happen to RTS 
or CTS packets. This probability is labelled as PC1.

Data transmission follows the successful RTS/CTS 

exchange. In this scenario, collision might happen to the 
data packet due to the simultaneous transmission from 
any other node in the uncovered region. This probability 
is labelled as Pc2. Virtual carrier sensing prevents the nodes 
lying in the covered terminal from transmission. In the 
next section, we derive the collision probability occurring 
in region 1 and region 2. We derive the collision probability 
Pc1 and Pc2, in the following section, and we utilize these 
probabilities in the Markov chain model.

We build a two-dimensional Markov chain as shown 
in Fig. 3, based on Bianchi model [2] for simulating IEEE 
802.11 DCF with RTS/CTS extension over multi-hop ad 
hoc network. We have added two new states (i, − 1) 
and (i, − 2) at every stage to reflect RTS/CTS transmis-
sion. Every state in the model is represented using two 
dimensions (i, j), where i represents the stage at which 
the transmission is done. It ranges from 0 to n. Stage 0 Fig. 2  Network model
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represents the first attempt of the transmission; stage 1 
represents the first retransmission on collision. The tran-
sition from ith to (i + 1)th stage occurs due to collision. 
On successful transmission, node moves from ith stage 
to 0th stage for transmitting the next packet. j represents 
the back-off counter value, and it ranges from 0 to Wi, 
where Wi denotes the maximum contention window size 
at the ith stage. Initially, when the node is at 0th stage, 
its back-off counter is chosen randomly and mapped to 
anyone of (0, W0 − 1) node and keeps switching to the 
next state for every idle slot time. Pb represents the busy-
state probability.

When the node reaches (0, 0)th state, it senses the 
medium for the idle state and transmits RTS and then 

enters − 1th state. On receiving the RTS without any colli-
sion and finding the channel status to be idle, the receiver 
of the current node responds with CTS; on the receipt of 
CTS, the node transmits data and enters − 2nd state. Pc1 
represents the collision probability for RTS packet. If the 
RTS packet encounters collision, then the sender node will 
not be able to receive the CTS packet. Hence, eventually, 
it times out and enters the next stage in the Markov chain.

When the data packet encounters collision, the sender 
times out and enters the next stage. The value of Wi is 
exponentially incremented for every next stage till it 
reaches the maximum Wmax(Wm). Value of W0 is initially set 
to the minimum value Wmin. According to the specification 
of IEEE 802.11, Wmin and Wmax are set to the values 32 and 

Fig. 3  Markov chain model
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1024, respectively. Once Wi reaches the value of Wmax, it 
does not change in the subsequent stages. Retransmission 
limit for RTS collisions (short retry count) is set to 7, and 
retransmission limit for data packets (long retry count) is 3. 
Whenever the retransmission exceeds the maximum limit, 
the node drops the corresponding data packet. The suc-
cessful data transmission could occur at any (i, − 2) state 
where i lies between 0 and n. Transition probabilities of the 
individual states are given in Eq. (1).

From the transition probabilities and the Markov chain, 
we could derive the probability of reaching bi, k. It is given 
in Eq. (2).

We could simplify Eq. (2) and derive each bi, k in terms 
of bi, 0 as shown in Eq. (3).

Any state in the Markov chain could be reached from 
b0,0. So, we further simplify each bi, 0 from Eq. (3) in terms 
of b0, 0. At the beginning, when a node wants to transmit a 
packet, the probability of reaching b0, k will be only 1/W0. 
From this view, we find the initial value of b0, 0 as shown in 
Eq. (4). For the subsequent iterations, b0, 0 is found by using 
Eqs. (5) and (6) in (3).

(1)

P{i, k|i, k + 1} = 1 − Pb k ∈ (−1,Wi − 2) i ∈ (0, n)

P{i, k|i, k + 1} = 1 − Pc1 k = −2 i ∈ (0, n)

P{i, k|i, k} = Pb k ∈ (−1,W
i
− 1) i ∈ (0, n)

P{0, k|i,−2} =
1−Pc2

W0

k ∈ (0,W0 − 1) i ∈ (0, n − 1)

P{i, k|i − 1,−2} =
Pc2

Wi

k ∈ (0,Wi − 1) i ∈ (1,m)

P{i, k|i − 1,−1} =
Pc1

Wi

k ∈ (0,Wi − 1) i ∈ (1,m)

P{i, k|i − 1,−2} =
Pc2

Wm

k ∈ (0,Wm − 1) i = (m + 1, n)

P{i, k|i − 1,−1} =
Pc1

Wm

k ∈ (0,Wm − 1) i = (m + 1, n)

P{0, k|i,−2} =
1

W0

k ∈ (0,Wi − 1) i = n

P{0, k|i,−1} =
Pc1

W0

k ∈ (0,W0 − 1) i = n

(2)bi,k =
1 − (1 − Pb)

Wi−k

Pb

⎧
⎪⎪⎨⎪⎪⎩

1−Pc2

W0

i=n−1∑
i=0

bi,−2 +
Pc1

W0

bn,−1 +
1

W0

bn,−2 k ∈ (0,W0 − 1) i = 0

Pc2

Wi

(bi−1,−2) +
Pc1

Wi

(bi−1,−1) k ∈ (0,Wi − 1) i = (1,m)

Pc2

Wm

(bi−1,−2) +
Pc1

Wm

(bi−1,−1) k ∈ (0,Wm − 1) i = (m + 1, n)

⎫
⎪⎪⎬⎪⎪⎭

(3)bi,k =
1 − (1 − Pb)

Wi−k

Pb

⎧
⎪⎪⎨⎪⎪⎩

(1−Pb)(1−Pc1)

W0

��
1 − Pc2

� i=n−1∑
i=0

bi,0 + bn,0

�
+

(1−Pb)Pc1

W0

bn,0 k ∈ (0,W0 − 1) i = 0

(1−Pb)(Pc1+(1−Pc1)Pc2)

Wi

(bi−1,0) k ∈ (0,Wi − 1) i = (1,m)

(1−Pb)(Pc1+(1−Pc1)Pc2)

Wm

(bi−1,0) k ∈ (0,Wm − 1) i = (m + 1, n)

⎫
⎪⎪⎬⎪⎪⎭

The probability of reaching bi, 0 state for the stages from 
1 to m is derived as shown in Eq. (5). From m + 1th stage, the 
maximum value of back-off counter is fixed as  2m probability 
of reaching bi,0 for m + 1th to nth stages as given in Eq. (6).

bi, − 1 and bi,− 2 can be derived in terms of b0, 0 using Eq. (7). 
bi, − 1 represents the state at which the node transmits the 
RTS packet. When the node reaches bi, − 2, it is ready to trans-
mit the data packet. On successful transmission (without any 
collision), the node reaches the end and goes to the initial 
stage for transmission again. The generic form of bi, − 2 is 
shown in Eq. (8).

Successful transmission implies that the node has trans-
mitted the data packet and received acknowledgement. The 
success probability of transmitting a packet is defined as the 
sum of success probability at each stage from 0 to n. It can 
be derived using Eq. (9).

(4)b0,0 =
(

(1−(1−pb)
W0 )

PbWo

)

(5)

bi,0 =

�

j=i
∏

j=1

(1−(1−pb)
2jW0 )

2jWo

�

∗

�

(1−Pb)(Pc1+(1−Pc1)Pc2)

Pb

�i

∗ b0,0∀i = (1,m)

(6)

bi,0 =

(

j=m
∏

j=1

(1 − (1 − Pb)
2jW0 )

2jWo

)

∗

(

(1 − (1 − Pb)
2mW0 )

2mWo

)i−m

∗

(

(1 − Pb)(Pc1 + (1 − Pc1)Pc2)

Pb

)i

∗ b0,0∀i = (m + 1, n)

(7)bi,−1 = (1 − pb)bi,0, i = (0, n)

(8)bi,−2 = (1 − pb)(1 + (1 − pc1)bi,0, i = (0, n)

(9)Ps = (1 − Pc2) ∗

i=n
∑

i=0

bi,−2
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Collision drop could happen at bi, − 2.This type of data 
collision occurs due to the extended hidden terminals, 
which could not receive RTS/CTS packets. Pc2 represents 
the collision due to such nodes. Collision probability of 
data packets can be derived using Eq. (10).

Transmitter could overcome the collision by retransmit-
ting the RTS or data packets. However, packet drop event 
occurs when the back-off stage reaches the maximum 
retransmission or retry count (short or long).

According to IEEE 802.11, the maximum limit for long 
and short retry count is 7 and 3, respectively. The packet 
drop could occur whenever the retransmission limit 
reaches either the long retry limit or the short retry limit. 
The maximum number of stages that the node goes 
through might be 10 (7 RTS and 3 data packet drops), and 
the minimum number of stages at which the packet drop 
could occur is 3 (continuous data packet drops—short 
retry limit). Packet drop probability due to long retry limit 
exceeding is given in Eq. (11) and packet drop probability 
due to short retry limit exceeding is given in Eq. (12).

Total packet drops due to retry limit exceeding are 
shown in Eq. (13).

When NODE-ni transmits, collision could happen to the 

RTS or CTS packet due to the nodes lying in either region 
1 or region 2. Hence, the collision probability of RTS/CTS 
packets for NODE-ni can be written as in Eq. (14).

P
1
 represents the collision probability due to the termi-

nals in region 1, which denotes the covered region, and 
hence, collision could happen only for RTS/CTS packets. 
While transmitting the data packets, nodes in covered 
region are prevented from transmission using virtual car-
rier sensing. P1 can be calculated using Eq. (15).

(10)PCD = Pc2 ∗

i=n
∑

i=0

bi,−2

(11)Plong = Pc1 ∗

i=10
∑

i=7

b
i,−1

(12)Pshort = Pc2 ∗

i=10
∑

i=3

b
i,−2

(13)Pretrydrop = Plong + Pshort

(14)P
c1

= P
1
+ P

2

(15)
P
1
=

∑

j∈N(i)

xi ∗ xj

where xi is the self-busy probability of NODE-ni. Self-busy 
probability of NODE-ni is the ratio of time interval for 
which NODE-ni gets involved in transmission out of the 
total time interval. N(i) represents the set of nodes in the 
covered region or the nodes that are reachable to either 
the sender or receiver of the transmission. H(i) represents 
the set of nodes in the uncovered region which contend 
with i to occupy the medium.

P2 represents the collision probability that occurs due to 
interfering nodes which may be in region 2 named uncov-
ered region. Nodes in this region cannot receive the RTS/
CTS packets and hence lack virtual carrier sensing. Colli-
sions due to uncovered region have been the major reason 
behind the performance anomalies happening over multi-
hop ad hoc networks. P2 can be found using Eq. (16):

where H(i)represents the set of hidden terminals of NODE-
ni. R(i) represents the receiver of NODE-ni , i.e., NODE-ni+1. 
P2 is defined as the collisions happening among NODE-ni 
and its hidden terminals and collisions caused by the hid-
den terminals of receiver node of ni.

Data transmission follows RTS/CTS transmission. Data 
transmission means that RTS and CTS have been suc-
cessfully transmitted. It means that nodes in the covered 
region are well informed about the data transmission 
through NAV. Now, data collision could happen only due 
to the nodes lying in the uncovered region. We assume 
that collision occurs to the data only due to uncovered 
terminals. So, data collision probability Pc2 is calculated 
only using P2 as shown in Eq. (17).

Busy probability Pb of the medium for a node is defined 

as the probability that at least one of the contending node 
is involved in transmission. Xi is transmission probability 
of NODE-ni

4  Performance evaluation

We evaluate the performance of IEEE 802.11 DCF over 
multi-hop ad hoc networks for a varying number of 
nodes against Bianch model and ns-2.35 simulation. IEEE 
802.11 FHSS has been taken for validation as shown in 
Table 1. Per-hop throughput is shown in Fig. 4 for vary-
ing number of nodes. Throughput in Bianchi model is 

(16)

P2 =
∑

j∈H(i)
j∈H(R(i))
j∉H(i,R(i))

xi ∗ xj

(17)P
c2

= P
2

(18)
Pb =

∑

j∈N(i),H(i)

xi
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uniform due to the absence of hidden terminal. Moreo-
ver, Bianchi model assumes that the medium is always 
ideal, which is impossible. In reality, throughput rapidly 

decreases when the number of nodes increases. Simu-
lation result resembles with that of our model. The 
larger number of nodes leads to increase in hidden 
and extended hidden terminals, thereby reducing the 
throughput that is depicted in Fig. 4.

Per-hop throughput at each back-off stage is shown 
in Fig. 5. An increase in the number of nodes reduces the 
per-hop throughput due to the share with other nodes. 
The throughput smoothly decreases with an increase 
in the number of nodes. We can note the throughput 
is almost the same for smaller network and also the 
throughput for later back-off stage is high comparing 
earlier back-off stage. Overall collision probability for 
different back-off stages is shown in Fig. 6. Because of 
the larger contention window size, the collision prob-
ability for later back-off stages is less in comparison to 
the earlier back-off stages (m = 1, 2, 3). The number of 
nodes in uncovered region plays a major role in the per-
formance of static multi-hop ad hoc networks, which is 
clearly depicted in Fig. 6.

Increase in collision drops creates frequent link failure 
even though there is no mobility. Link failure increases 
the control overhead drastically by route re-discovery. 
When the number of retransmission exceeds the limit, 
the event is interpreted as link failure. The link failure 
also leads to data packet drops and end-to-end retrans-
mission. The probability of link failure increases with 
respect to the number of nodes. Bianchi model results 
in reduced link failure probability due to the absence 
of hidden terminals. Our model validates the simulation 
results closely as shown in Fig. 7. The average packet 
transmission probability of the node is shown in Fig. 8. It 
shows that transmission probability smoothly decreases 
when the number of hidden nodes increases, and dur-
ing the initial back-off stage, transmission probability is 
more compared to later stages.

Table 1  System parameters
Packet payload 1023 bytes

MAC header 34 bytes

PHY header 16 bytes

ACK length 30 bytes

RTS length 36 bytes

CTS length 30 bytes

Channel bit rate 1 Mbps

Propagation delay 1 µs

SIFS 28 µs

Slot time 50 µs

DIFS 128 µs

CWmin (slots) 32

CWmax (slots) 1024
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Fig. 4  Per-hop throughput

Fig. 5  Per-hop throughput for 
varying back-off stages
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Fig. 6  Collision probability for 
varying back-off stages
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Fig. 7  Packet drop probability
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Fig. 8  Average packet trans-
mission probability
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5  Conclusion

Analytical models play an essential role in performance 
computation and protocol optimization. Many models 
exist to evaluate collision probability, throughput and 
end-to-end delay. Those models are generally limited to 
single-hop ad hoc networks. They do not consider the 
presence of extended hidden terminals in multi-hop ad 
hoc networks.

This paper presents an analytical model to find through-
put, collision probability and link failure probability for 
IEEE 802.11 RTS/CTS in the presence of extended hidden 
terminals. We analysed the per-hop throughput and col-
lision probability at various back-off stages. We validated 
the link failure probability against ns-2.35 simulation for 
varying number of network sizes with number of nodes 
10, 50, 100, 150 and 200 and thus proved that the results 
match closely with simulation. This model can be used to 
find out the route failure by using short and long retry limit 
probability. End-to-end delay could be derived by incor-
porating appropriate delay along with the corresponding 
probability values. End-to-end route failure can be derived 
by using the link failures happening in the end-to-end 
path. Our future work will be done based on these factors.
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