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Abstract An efficient multicell coordinated zero-forcing channel feedback scheme is

proposed in this paper. The objective of the proposed feedback design is to control the rate

of the user by adaptive allocation of feedback bits of each user as a function of individual

channel status thereby keeping the total feedback budge constant. The proposed feedback

allocation is studied in interfering broadcast channel (IFBC) and also in time varying

channels (TVC) with feedback update duration. First the individual feedback rates of user

are derived using convex optimization thereby presenting low complexity algorithm to

optimize the channel feedback between inter-user interference and inter-cell interference.

The rate offset arising from channel quantization in both IFBC and TVC is investigated by

employing the coordinated zero forcing beamforming. Moreover, closed form expressions

are derived for necessary feedback scaling and frequency of update duration to achieve the

multiplexing gain and throughput. Finally, numerical evaluation results show that the

proposed channel feedback schemes outperforms other conventional schemes and assist in

base station cooperation management. It can be concluded that frequent update of channel

state information and suppression of dominant interferences can yield significant

improvements in the sumrate performance of limited feedbback systems.
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1 Introduction

There has been substantial research on multi-user multiple input multiple output (MIMO)

schemes because of their promising role in next generation cellular networks. Multi-

antenna cellular networks are most affected by inter-user and inter-cell interference. The

downlink interference cancellation schemes are extensively analysed in the recent past

with limited backhaul feedback. The limited feedback in multi-antenna techniques in

downlink environment increases the overall throughput. The throughput improvement is

degraded not only by inter-user interference (IUI) but also by inter-cell interference (ICI).

The overall throughput improvement performance depends on the suppression of the above

two types of interference. Downlink transmission utilizing zero-forcing precoding in

conjunction with finite rate feedback system has been studied [1]. The sum rate perfor-

mance with finite rate feedback in multi-antenna system is analysed. Expressions and

tradeoffs between number of feedback bits, the number of users, and the signal to noise

ratio (SNR) are observed [2]. The performance of multi-antenna systems in downlink

under random vector quantization (RVQ) is also analysed [3]. In order to suppress the

interference, lot of beamforming strategies are proposed in the past. [4–6].

In addition to beamforming, adaptive bit partitioning strategy has also been proposed by

many researchers. In the recent literature, with random vector quantization, expressions are

derived for bit partitioning. In almost all the models, the stronger channels are quantized

with more bits and smaller delays but weaker channels are allocated with fewer bits. The

average loss (offset) in throughput with adaptive bit partitioning is quantified in time

varying channels (TVC) when the desired signals of users are exchanged in the system

with delay [7]. In [8] adaptive bit partitioning strategy for extended Clarke’s model has

been introduced to quantize the channel state information of channel with component

fluctuations. A measure of trade-off between performance bottleneck and bit allocation are

explored and it is shown that the bit allocation is skewed highly when the channels are

closely correlated [9]. Sum rate has also been characterised using differential feedback

scheme in temporally correlated channels and two stage feedbacks depending on individual

channel status is also presented [10, 11]. Moreover MIMO single cell and multi-cell

coordinated limited feedback transmissions are proposed by many authors and expressions

for bit allocation and system performance are also presented.

The optimized bit allocation and feedback rate with minimum total power transmission

subject to signal to interference noise ratio (SINR) constraint is also discussed in [12]. Ana-

lytical assessment of coordination using stochastic geometry for interference cancellation by

suitably allocating feedback bits is also provided [13]. Rate loss is characterised by considering

coordinated beamforming inMIMO systems. In these MIMO systems expressions are derived

for sum rate and number of feedback bits [14–16]. The rate loss due to channel feedback update

period is also presented [17]. Consequently, the cooperation among users or Base Stations

(BSs) is utilized to enhance the performance of systems under study that have very high levels

of interference which are necessarily arising from inter-user and or inter-cell. The capabilities

of backhaul link limit the range of coordination.

The basic Question is that, is it necessary to always allocate feedback bits to the

interfering base stations even if the inter-cell interference (ICI) is bare minimum? The

second question to be answered is that is the ICI significant in all the regions of a cell to

cause throughput degradation? To the best our knowledge all most all of the adaptive

feedback allocations, feedback resources are allocated based on their signal strengths.

Moreover, in most of the previous works either they characterized the MIMO systems for

interfering broadcast channels (IFBC) by assuming channel is time invariant during
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feedback period and feedbacks are allocated or MIMO feedback is studied with channel

temporal correlation in time varying channels (TVC). In both IFBC and TVC, the volume

of feedback is measured with complex interference management and sent only after

channel information is updated. In almost all of these models, they have not quantified

either amount of feedback scaling or performance improvements in-terms of inter-user and

or inter-cell interference in varying channel conditions. Moreover, these recent studies do

not characterize multiplexing gain in-order to achieve the required feedback rate in time

varying channels i.e. channels with temporal correlations taken into account to model the

delay. This shortcoming motivates us to derive the required mathematical expressions to

characterize the performance and to allocate the feedback between serving BS and inter-

fering BSs based on whether the interference is significant to cause throughput degrada-

tion. Moreover, in [18], the authors proposed bit partitioning using interference grading

threshold. Interference mitigation through inter-cell interference coordination using

effective SINR metric is investigated in [19]. Feedback optimization in a two cell coor-

dinated beamforming MIMO system to maximize the SINR is also described [20]. These

reccent works failed to categorize the dominant interferers. Moreover, if the interference is

weak, treating the interference as noise can be an optimal approach [21]. In [22], it is

proved that TVC requires much higher feeback allocation to achieve the required sum rate

as that of IFBC. To curtail the amount of backhaul feedback bits, and to find which

interference is stronger to cause throughput degradation, a bit partitioning scheme with

interference grading is proposed in this paper. The main objective of this paper is to

maximize the channel feedback efficiency and for a total feedback bits per user, a algo-

rithm is developed to optimally allocate bits between serving base station (BS) and

interfering base stations with feedback update duration. The key idea is to keep interfer-

ence grading threshold eT to study the system performance improvements in IFBC, TVC

and closing the SNR gap to achieve multiplexing gain. In the proposed convex opti-

mization feedback allocation, we derived the feedback bits as a function of grading

parameter (ratio of power of IUI and ICI), residual feedback and feedback update duration.

To keep a constant rate off-set in IFBC and TVC, the total feedback is scaled and the

scaled feedback is now a function of grading parameter e in addition to antennas and

number of Users. The proposed method extend desired base station constant feedback

region (Non-Cooperative Region) thereby reducing the limited feedback coordination

overhead. Finally, the performance of feedback scaling in IFBC and TVC is demonstrated

by simultaneously varying feedback update duration and SNR.

The rest of the paper is organized as follows. In Sect. 2, the system model with the

methodology of feedback and coordinated beamforming is described. Section 3 describes

the proposed IFBC adaptive finite rate bit allocation scheme and characterization of rate

loss for IFBC, and Sect. 4, extended the proposed methodology to TVC. The theoretical

results are corroborated with analytical simulations in Sect. 5, and finally conclusions are

given in Sect. 6.

2 System Model

The system consists of K-Cell Multiple Input Single Output (MISO) with finite rate

feedback shown in the Fig. 1. Each cell in the MISO system containing one BS i.e. BSi,

where i = 1, 2, …, K, and the BSs are equipped with M antennas. Each BS sends L data

streams to the L users of interest. The user l at the ith BS is denoted (l, i). Assuming equal
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power allocation over L users in the BS, the received signal at the user (l, i) is given by

[14]

yl;i ¼
ffiffiffiffiffiffiffiffi
cl;i;i

p
hHl;i;iwl;isl;i þ

XL

m¼1;m 6¼l

ffiffiffiffiffiffiffiffi
cl;i;i

p
hHl;i;mwm;ism;i

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

IUI

þ
XK

j¼1;j 6¼i

ffiffiffiffiffiffiffiffi
cl;i;j

p
hHl;i;j

XL

l¼1

wl;jsl;j

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ICI

þnl;i; ð1Þ

where cl,i,j is the interference power received by the user (l, i), hl,i,j
H is the channel vector of

size M � 1 from BSj,j = 1, 2, …, K, j = i. The vector wl,i stands for the beamforming

vectors for user (l, i) with size of M � 1 and having constraints on normalization, i.e.

kwl,ik = 1. The parameter sl,i denotes the data symbol for the user and E(|sl,i|
2) = 1. All the

channel elements are independent identically distributed complex random variables having

zero mean and unit variance. The scalar nl,i, denotes the additive white Gaussian noise at

the receiver with a variance of one. The path loss incurred by the user from the ith BS is

given by(1 ? ri)
-a, where ri is the distance between the Mobile Station (MS)/ user of

interest to the ith BS and a is the path loss exponent. The exponential path loss attenuation

model is considered to study the system with high accuracy even at a lower coverage

distance from BSs.

The system described in above Eq. (1), is studied in this work under two proposed

Channel Models. The system under Interfering Broadcast Channel (IFBC) is analysed by

assuming the channel is time invariant. In Time Varying Channel Model (TVC), channel

temporal correlation is modelled using Gauss Markov model to incorporate the time

varying behaviour. In both of these models, feedback bits are optimized by taking inter-

ference grading threshold as one of the parameters. To keep a constant rate offset, closed

form expressions are derived and results are analysed with feedback update duration. The

interference grading threshold is to choose the adaptive feedback allocation for IUI and ICI

Fig. 1 Limited feedback MIMO system
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and it defines the region of BS cooperation thereby significantly increasing the cell average

sum rate. The cell average performance in the proposed model is characterized in Non-

Cooperative region (IUI dominates compared to ICI) and in Cooperative region (ICI

dominates compared to IUI) and the regions are indicated in Fig. 1.

In the proposed system, Random Vector Quantization (RVQ) is applied to quantize the

channel distribution information (CDI). In the feedback analysis, channel quality infor-

mation (CQI) feedback is not included in total feedback calculation and each user satisfies

the total feedback constraint i.e. KaCQI ?
P

l=1
L bl = BTotal, where a

CQI is the feedback bits

for CQI of each user. Since both quantized CDI of serving and interfering users are known,

each BS constructs the beamforming vectors wl,i given in Eq. (1) in such a way that the

inter user interference (IUI) and Inter carrier interference (ICI) becomes zero. In finite rate

feedback system, IUI and ICI are not fully eliminated and as a result of partial elimination,

there is a residual interference which deteriorates the achievable rate of the system. To

represent the residual interference of finite rate feedback system, the channel ~hl;i;j is

decomposed by the two orthogonal basis by using quantized CDI Information as

~hl;i;i ¼ ĥl;i;j cos hl;i;j
� �

þ ql;i;j sin hl;i;j
� �

, where hl,i,j denotes the angle between real and

quantized channel direction vectors. The quantity ql,i,j represents the error vector due to

channel quantization. Since the beamforming vector is designed to null out the IUI and ICI,

the rate of the user with residual interference is written as

RFB
l;i ¼ log2 1þ

El;i;ið1þ riÞ
�a

hl;i;i
�
�

�
�2 ~hHl;i;iwl;i

�
�
�

�
�
�

2

1þ ~IIUI þ ~IICI

0

B
@

1

C
A ð2Þ

where ~IIUI ¼ El;i;ið1þ riÞ
�a

hl;i;i
�
�

�
�2sin2 hl;i;i

PL
m¼1;m 6¼l qHm;i;iwm;i

�
�
�

�
�
�

2

and ~IICI ¼
PK

j¼1;j6¼i El;i;j

1þ rj
� ��a

hl;i;j
�
�

�
�2
PL

l¼1 sin2 hl;i;j q
H
l;i;jwl;j

�
�
�

�
�
�

2

. In the above equation, we have substituted the

desired signal of the user cl,i,i in-terms of path loss as cl;i;i ¼
El;i;i

1þrið Þa
where El,i,i is the

transmitted signal power from the ith base station. The interference signal power is

measured as cl;i;j ¼
El;i;j

ð1þrjÞ
a, and the Gaussian noise is assumed to be having unit variance.

3 Finite Rate Feedback Bit Partitioning in IFBC

The rate loss DRl,i in interfering broadcast channel is the difference between achievable

rate at the user with perfect CSI and limited feedback CSI i.e. DRl,i = E(Rl,i
PCSI

- -

Rl,i
FB)where Rl,i is the rate achievable by the user when perfect CSI is available. The rate

Rl,i
PCSI is given as

RPCSI
l;i ¼ log2 1þ cl;i;i h

H
l;i;iw

P
l;i

�
�
�

�
�
�

2
� 	

ð3Þ

where wl,i
P is the beamforming vector when perfect CSI is available at the BSi. The average

sum rate of the user with quantized CDI (limited Feedback) using Coordinated zero forcing

beamforming is expressed as
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E RFB
l;i

h i

¼ E log2 1þ
El;i;ið1þ riÞ

�a
hl;i;i
�
�

�
�2 ~hHl;i;iwl;i

�
�
�

�
�
�

2

~IIUI þ ~IICI þ 1

0

B
@

1

C
A

8

><

>:

9

>=

>;

ð4Þ

The average sum rate of the user with quantized CDI (limited Feedback) using coordinated

zero forcing beamforming expressed in Eq. (4) is function of residual inter-cell and inter-

user interference. To categorize dominant interference and to identify the cooperation

region, one of the interferences to be modelled with respect to the other. The inter-cell

interference is characterized by a single parameter, i.e. a grading factor e belongs to the

interval [0, 1) which is now defined as inter-cell interference power to the inter-user

interference power, i.e.,

e ¼
ICI

IUI
; e ¼

PK
j¼1;j 6¼i El;i;jð1þ rjÞ

�a
hl;i;j
�
�

�
�2
PL

l¼1 sin
2 hl;i;j q

H
l;i;jwl;j

�
�
�

�
�
�

2

El;i;ið1þ riÞ
�a

hl;i;i
�
�

�
�2sin2 hl;i;i

PL
m¼1;m 6¼l qHm;i;iwm;i

�
�
�

�
�
�

2
ð5Þ

This grading of residual interference is very much necessary since if the user in the middle

of the cell i.e. in the non-cooperative region, the user is more affected by IUI rather than

ICI. In the non-cooperative region allocating more bits to the residual ICI which is in the

order of approximately 0.1–2% of IUI is waste of system resources and moreover the users

will also not be supported the guaranteed throughput because of unnecessary allocation of

limited feedback bits. In-order to solve this problem of wasteful allocation of limited

resources and not to degrade the average throughput, grading of interference is proposed in

this work. In this grading of interference, the stronger interference in the region is graded

suitably and is allocated more bits based the value the interference against the grading

threshold eT. Once the graded interference is greater than or equal to the threshold, the bits

are allocated suitably by the proposed algorithm defined in end of this section.

But at the same time if the user is in the cooperative region, ICI will have more

pronounced effect than IUI. For example if ICI equals 50% of IUI or higher (ICI will

almost be equal to IUI at the cell edge i.e. 100%) sufficient number of bits as that of IUI is

allocated to null out the residual interference caused by ICI. That is, the ICI is significant to

reduce the throughput and in such a cases the algorithm compares the grading threshold

against the esig, the significant threshold and allocates the bits suitably between the IUI and

ICI. By substituting the value of ICI, i.e. ICI (IUI 9 e) and ICI in the Eq. (4), the expected

rate becomes

E RFB
l;i

h i

¼ log2 1þ
El;i;ið1þ riÞ

�a
hl;i;i
�
�

�
�2 ~hHl;i;iwl;i

�
�
�

�
�
�

2

1þ eð Þ E
l ;i;ið1þ riÞ

�a
hl;i;i
�
�

�
�2sin2hl;i;i

PL
m¼1;m 6¼l q

H
m;i;iwm;i

�
�
�

�
�
�

2
� 	

þ1

0

B
B
@

1

C
C
A

8

>><

>>:

9

>>=

>>;

ð6Þ

Now using the fact that the random variables khl,i,jk
2, sin 2hl,i,j and |ql,i,j

H wl,j|
2 are linearly

independent each other. Using the upper bounds of quantization error [3] i.e. Eðsin2hl;i;iÞ�

2�
bl

M�1 and taking
P

l=1
L bl = Bres, where Bres is the total bits allocated for both IUI and ICI

interference. Thus the average sum rate when there are L users from the above Eq. (6) is

written as
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E RFB
l;i

h i

ffi E
XL

l¼1

log2

El;i;ið1þ riÞ
�a

hl;i;i
�
�

�
�2 ~hHl;i;iwl;i

�
�
�

�
�
�

2

1þ El;i;jð1þ eÞð1þ riÞ
�a M

M�1

� �
 �
2�

bl
M�1

0

B
@

1

C
A

8

><

>:

9

>=

>;

ð7Þ

For notational brevity, let us define dl ¼ El;i;i hl;i;i
�
�

�
�2 ~hHl;i;iwl;i

�
�
�

�
�
�

2

and El;i;jð1þ eÞð1þ riÞ
�a

ð M
M�1

Þ ¼ Pl. The channel feedback bit allocation is now formulated to maximize rate with

respect to bl and bl B bmax. The bmax constraint for the non-negative integer bl is to restrict

the total number of feedback bits for CDI quantization is less than or equal to BTotal -

KaCQI. Now to obtain a solution with minimum complexity, a suboptimal approach from

convex optimization is provided with continuous relaxation techniques [11]. Now the

problem is re-written as

f ðbÞ ¼ �
XL

l¼1

log2
ð1þ riÞ

�a
dl

1þ Pl2
�

bl
M�1

 !

Subject to 1T :bl � Bres ¼ 0

� bl � 0

ð8Þ

where Bres is the number of feedback bits essentially reserved for CDI (IUI and ICI)

quantization after allocating to CQI Quantization. This Bres plays a vital role in deter-

mining the rate of user. Thus the above problem is the convex optimization problem and

can be solved by Lagrange dual optimization method [23]. The Lagrangian dual function

for the above problem is

Lðk; tÞ ¼ inf
b j2D

�
XL

l¼1

log2
ð1þ riÞ

�a
dl

1þ Pl2
�

bl
M�1

 !

þ
XL

l¼1

klð�blÞ þ tð1T :bl � BresÞ

( )

ð9Þ

The Karush–Kuhn–Tucker (KKT) conditions for the above lagrangian dual problem are

� bl� � 0; ðPrimalÞ

1Tbl� � Bres ¼ 0; ðPrimalÞ

k�l 	 0; ðDualÞ

k�l b
l� ¼ 0; ðComplementary slacknessÞ

�
Pl

ðM � 1Þ 2
bl

M�1 þ Pl

h i� k�l þ t� ¼ 0; ðGradient of LagrangianÞ

ð10Þ

The problem appears to be convex and Slater’s condition is satisfied, the Karush–Kuhn–

Tucker Condition yields the optimal solution. By utilizing the slack parameters kl
* and t*,

the solution to the problem found to be

bl ¼ ðM � 1Þ log2 Plð Þ
1

ðM � 1Þt
� 1

� 	� 
� �

ð11Þ

and the sum of all bl, that is
P

l = 1
L bl = Bres. Substituting the value of Pl, the above

Eq. (11) becomes

bl ¼ ðM � 1Þ log2 El;i;j 1þ eð Þð1þ riÞ
�a M

M � 1

� 	� �
1

ðM � 1Þt
� 1

� 	� 
� �

ð12Þ
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where t is found by water filling algorithm. Assume all bl is greater than zero (bl[ 0), and

utilizing the fact that the sum
P

l = 1
L bl = Bres, the value of bl found using water filling

algorithm from Eq. (11) is

t ¼
1

M � 1ð Þ

� 	 QL
l Pl

� �1
L

2
Bres
M�1

� �1
L

þ
QL

l Pl

� �1
L

8

><

>:

9

>=

>;

ð13Þ

To find the value of Bres, an iterative algorithm that evaluates Bres in Eq. (13) starting with

the assignment of interference grading threshold eT is proposed. The algorithm is stated as

follows.

Comments on Operation of Algorithm

For all the users in the ith cell, the grading factor e is calculated for all ri, rj. If the

grading factor is less than the grading threshold eT, the serving BS gets bmax bits and the

interfering base station will not be assigned any bits. If the grading factor lies greater than
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or equal to the grading threshold but less than the significant threshold esig, the ICI is

significant to cause interference and deteriorates the sum-rate. The proposed algorithm

starts allocating bits to the desired base stations using step 10 of the algorithm on suc-

cessive ri till it reaches ri = rj. The remaning bits bmax - Bres are allocated to the inter-

ferring BSs. But at the same time if the grading factor e is greater than esig, the region

belongs to region of ICI (i.e. at the cell edge) and the Bres is calculated based on the step 12

of the algorithm. The desired base station gets Bres and successively calculated till ri = rj.

The interfering base station is allocated the remaining bits.

3.1 Minimization of Rate Offset in IFBC

Quantification of number of bits required in limited feedback system is necessary to

characterize the power offset and rate loss. To study the number of feedback bits required

to have a constant rate loss of X Bits per second/Hertz (bps/hz) compared to the perfect

CSI rate in interfering broadcast channel (IFBC), the scaling of law of bits required for the

user to maintain the rate is derived in this section. The expected rate offset of proposed

IFBC with limited feedback perfect CSI is given as DRl,i = E[Rl,i
PCSI

- Rl,i
(PFB)]. The rate

offset can be obtained by subtracting the Eq. (6) from Eq. (3) i.e.

DRl;i ¼ E log2 1þ cl;i;j h
H
l;i;iw

P
l;i

�
�
�

�
�
�

2
� 	

� log2 1þ
El;i;ið1þ riÞ

�a
hl;i;i
�
�

�
�2 ~hHl;i;iwl;i

�
�
�

�
�
�

2

E
l ;i;ið1þ riÞ

�a
hl;i;i
�
�

�
�2sin2 hl;i;i

XL

m¼1;m6¼l
qHm;i;iwm;i

�
�
�

�
�
�

2
� 	

þ e E
l;i;ið1þ riÞ

�a
hl;i;i
�
�

�
�2sin2 hl;i;i

XL

m¼1;m 6¼l
qHm;i;iwm;i

�
�
�

�
�
�

2
� 	� 	

þ 1

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

res¼~IIUIþ~IICIþ1

0

B
B
B
B
B
B
B
B
@

1

C
C
C
C
C
C
C
C
A

8

>>>>>>>><

>>>>>>>>:

9

>>>>>>>>=

>>>>>>>>;

ð14Þ

By applying Jensen’s inequality, the rate loss can now be written as

DRl;i ¼ E log2 1þ El;i;ið1þ riÞ
�a

hHl;i;iw
P
l;i

�
�
�

�
�
�

2
� 	� �

� E log2 El;i;ið1þ riÞ
�a

hl;i;i
�
�

�
�2 ~hHl;i;iwl;i

�
�
�

�
�
�

2
� 
� �

þ E log2
~IIUI þ ~IICI þ 1
� �
 �

ð15Þ

The log function is monotonically increasing and considering the fact that wl,i
P and wl,i

are independent and isotropically distributed, the rate loss reduces to the expected value of

residual IUI and ICI interference. Thus the rate loss of the above Eq. (15) reduces to

DRl;i ¼ E log2
~IIUI þ ~IICI þ 1
� �
 �

. After algebraic manipulation, the value of ~IIUI þ ~IICI þ 1

from the Eq. (14) is ~IIUI þ ~IICI þ 1 ¼ 1þ eð Þ El;i;ið1þ riÞ
�a

hl;i;i
�
�

�
�2sin2 hl;i;i

PL
m¼1;m 6¼l

��

qHm;i;iwm;i

�
�
�

�
�
�

2

Þ þ 1Þ. By adapting the similar procedure used for deriving Eq. (7) from

Eq. (6), the residual interference is calculated as ~IIUI þ ~IICI þ 1 ¼ El;i;jð1þ eÞð1þ riÞ
�a

M
M�1

� �
2�

bl
M�1. Since there are L users in the system and considering each user rate loss, the

rate loss is now upper bounded by

DRl;i � log2 1þ El;i;jð1þ eÞð1þ riÞ
�a M

M � 1

� 	

2�
bl

M�1

� 	� 	

ð16Þ

The rate to be maintained within a log2 (X) bps/Hz. By cancelling the logarithm on both

sides and after substituting the value of bl from the Eq. (12), the rate offset is bounded to
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X� 1ð Þ	 2
� Bres

LðM�1Þ

YL

l¼1

El;i;jð1þ eÞð1þ riÞ
�a M

M � 1

� 	 !1
L

ð17Þ

The above equation is rearranged to get total feedback bits Bres as

Bres ¼ ðM � 1Þ Lð Þ log2
1

X� 1ð Þ

� 	

þ log2

YL

l¼1

El;i;jð1þ eÞð1þ riÞ
�a M

M � 1

� 	 !1
L

0

@

1

A

2

4

3

5

ð18Þ

The Bres is a function of grading factor e, the number of users L and antennas M. To

maintain a constant rate loss, the Bres needs to be scaled appropriately. The effect of scaling

to get fixed power offset for different e is illustrated with example in numerical simulation

section.

4 Finite Rate Feedback Bit Partitioning in TVC

In this section, the effect of the proposed bit allocation with interference grading for

channels which are propagating in time varying environment is derived. If a channel of

interest is time varying and experiences a large delay before it reaches base stations, the

channel state information becomes out-dated and beamforming to reduce the interference

might not really reduce the interference. Since the channel is time varying, to model the

time varying behaviour, first order Gauss-Markov model is used. In Gauss–Markov model,

the channel temporal correlations are modelled as a function of delay [8]. The channel

between the (l, i)th user and the tagged BS is given by

hl;i;i½p
 ¼ gl;i;ihl;i;i½p� 1
 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� g2l;i;i

q

wl;i;i½p
 ð19Þ

where gl,i,i 2 (0, 1] is the fading correlation coefficient, hl,i,j[p] and wi,j[p] is already

defined in the Eq. (1). The parameter p denotes that the channel is realized in pth instant of

time. The value of gl,i,i is modelled by jakes model and is given as gl,i,i = J0(2pfd
liTF) where

J0 is zeroth order Bessel function, fd
li is the maximum Doppler frequency of the user(l, i),

and TF is the frame duration.

Next we derive the necessary equation for the bits required to nullify the interference in

time varying channels. Now let us define si,i is the feedback update period for hl,i,i[p].

Assume that {sl,i,i|l = 1, 2, …, L} and {bl,TVC|l = 1, 2, …, L}, the average sum rate of the

user with quantized CDI of time varying channels using Coordinated zero forcing beam-

forming is expressed as

ETVC R½ 
 ¼ E log2 1þ
El;i;ið1þ riÞ

�a
hl;i;i½sl;i;i

�
�

�
�2 ~hHl;i;iwl;i½sm;i;i

�
�
�

�
�
�

2

~IIUI þ ~IICI þ 1

0

B
@

1

C
A

8

><

>:

9

>=

>;

ð20Þ

In the above Eq. (20), the feedback update period sl,i,i to realize the channel is also varied

to study the rate offset. The upper bound of residual interference (both IUI and ICI) by

adapting the similar procedure in deriving the Eqs. (5) and (6) is
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~IIUI þ ~IICI ¼ El;i;ið1þ riÞ
�a

1þ eð Þ hl;i;i½sl;i;i

�
�

�
�2sin2 hl;i;i

XL

m¼1;m 6¼l

qHm;i;i½sm;i;i
wm;i½sm;i;i

�
�
�

�
�
�

2

 !

ð21Þ

Substituting the value of ~IIUI þ ~IICI from the previous Eq. (21), the sum rate becomes

ETVC R½ 
 ¼ E log2 1þ
El;i;ið1þ riÞ

�a
hl;i;i½sl;i;i

�
�

�
�2 ~hHl;i;iwl;i½sm;i;i

�
�
�

�
�
�

2

El;i;ið1þ riÞ
�a

1þ eð Þ hl;i;i½sl;i;i

�
�

�
�2sin2 hl;i;i

PL
m¼1;m6¼l qHm;i;i½sm;i;i
wm;i½sm;i;i


�
�
�

�
�
�

2
� 	

þ 1
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>><

>>:

9

>>=

>>;

ð22Þ

In order to quantify the value of residual interference in time varying channels, the value of

khl,i,i[sl,i,i]k
2 sin 2hl,i,i

P

m = 1,m = l
L |qm,i,i

H [sm,i,i]wm,i[sm,i,i]|
2is to be known. Note that

Ekhl,i,i[sl,i,i]k
2
= M and |qm,i,i

H [sm,i,i]wm,i[sm,i,i]|
2 is beta distributed with parameter

b(1, M - 2). Further that E sin2 hl;i;i
� �

� 2�
bl;TVC

M�1 , and from Ref. [17], the quantization error

is bounded by

hl;i;i½sl;i;i

�
�

�
�2sin2 hl;i;i

XL

m¼1;m 6¼l

qHm;i;i½sm;i;i
wm;i½sm;i;i

�
�
�

�
�
�

2

\g
2ðsl;i;i�1Þ
l;i;i

M

M � 1

� 	

2�
bl;TVC

M�1 � 1

� 	

þ 1

ð23Þ

Since the feedback update period sl,i,i also affects sum-rate and if there are L users under a

given BS, the sum rate of time varying channels for L users is

ETVC R½ 
 ¼ E
XL

l¼1

log2 1þ
El;i;ið1þ riÞ

�a
hl;i;i½sl;i;i

�
�

�
�2 ~hHl;i;iwl;i½sm;i;i

�
�
�

�
�
�

2

El;i;ið1þ riÞ
�a

1þ eð Þ g
2ðsl;i;i�1Þ
l;i;i

M
M�1

� �
2�

bl;TVC

M�1 � 1
� �

þ 1
h i� �

þ 1

0

B
@

1

C
A

8
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>:
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>=

>;

ð24Þ

By taking Pl,TVC = El,i,i(1 ? ri)
-a(1 ? e) and dl;TVC ¼ El;i;i hl;i;i½sl;i;i


�
�

�
�2 ~hHl;i;iwl;i½sm;i;i

�
�
�

�
�
�

2

,

then the above Eq. (24) after simple algebraic manipulations becomes

ETVC R½ 
 ¼ E
XL

l¼1

log2 1þ
ð1þ riÞ

�a
dl;TVC

Pl;TVCg
2ðsl;i;i�1Þ
l;i;i

M
M�1

� �
2�

bl;TVC

M�1

� �

þ Pl;TVC 1� g
2ðsl;i;i�1Þ
l;i;i

� �

þ 1
� �

0
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1

C
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>:
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>=

>;

ð25Þ

After following the same optimization defined in Eqs. (8), (9) and (10), the solution to

the bits allocation of TVC found to be

bl;TVC ¼ ðM � 1Þ log2
Pl;TVCg

2ðsl;i;i�1Þ
l;i;i

M
M�1

� �

Pl;TVC 1� g
2ðsl;i;i�1Þ
l;i;i

� �

þ 1

0

@

1

A
1

ðM � 1Þt
� 1

� 	
8

<

:

9

=

;

2

4

3

5 ð26Þ

The Slack variable t in the above Eq. (26) after incorporating the water-Filling algorithm is
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t ¼
1

M � 1ð Þ

� 	
QL

l

Pl;TVCg
2ðsl;i;i�1Þ

l;i;i
M

M�1ð Þ

Pl;TVC 1�g
2ðsl;i;i�1Þ

l;i;i

� �
þ1

� 	� 	1
L

2
Bres;TVC

M�1

� �1
L

þ
QL

l

Pl;TVCg
2ðsl;i;i�1Þ

l;i;i
M

M�1ð Þ

Pl;TVC 1�g
2ðsl;i;i�1Þ

l;i;i

� �
þ1

� 	� 	1
L

8

>>>><

>>>>:

9

>>>>=

>>>>;

ð27Þ

The value of Bres,TVC is found using the algorithm define in the Sect. 3. However, in the

algorithm additional parameters like feedback update periods sl,i,i, sl,i,j and channel tem-

poral correlation coefficients gl,i,i, gl,i,j are used to find Bres,TVC. Since the fading corre-

lation coefficient models the delay, the delay determines the adaptive feedback sharing

between the desired BS and interfering BS. The cell average throughput of TVC is

compared against the IFBC and the results are plotted in Sect. 6.

4.1 Minimization of Rate Offset in Time Varying Channels

To determine the quality of feedback required to support guaranteed cell average sum-rate,

the order of feedback scaling is very important. To characterize the rate loss of Time

Varying channels, the difference between the rates supported by TVC and Perfect CSI

needs to be known. Using Eqs. (3) and (20) and applying the same procedure for deriving

the rate of loss of IFBC, the rate loss of TVC is given as DRTVC
l;i ¼

log2
~IIUI þ ~IICI þ 1
� �

¼ log2 1þ resð Þ. The residual interference in time varying channels

from Eq. (22) is formed as log2(1 ? res) = log2(1 ? (El,i,i(1 ? ri)
-a(1 ? e)khl,i,i[sl,i,i]k

2

sin 2hl,i,i
P

m = 1,m = l
L |qm,i,i

H [sm,i,i]wm,i[sm,i,i]|
2)). Since the feedback update period sl,i,i is

also taken into consideration, the value of residual interference for time varying channels

when delay associated with limited feedback is modelled using Gauss-Markov model [17]

is written as

res ¼ ~IIUI þ ~IICI ¼ El;i;ið1þ riÞ
�a

1þ eð Þ g2ðsl;i;i�1Þ
l;i;i

M

M � 1

� 	

2�
bl;TVC

M�1 � 1

� 	

þ 1

� 
� 	

ð28Þ

From Eq. (28), the rate offset of the user (l, i) bounded to

DRTVC
l;i � log2 1þ Pl;TVC g2ðsl;i;i�1Þ

l;i;i

M

M � 1

� 	

2�
bl;TVC

M�1 � 1

� 	

þ 1

� 
� 	� 	

ð29Þ

As stated earlier, the rate to be maintained within a log2 (X) bps/Hz, the loss after some

algebraic simplifications, is now simplified to

X� 1þ Pl;TVC 1� g
2ðsl;i;i�1Þ
l;i;i

� �� �� �

	 Pl;TVCg
2ðsl;i;i�1Þ
l;i;i

M

M � 1

� 	

2�
bl;TVC

M�1

� 	

ð30Þ

By applying the feedback bit allocation of TVC derived in the Eq. (27) i.e. substituting the

value of bl,TVC from (26), the rate off set reduces to
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X� 1þ Pl;TVC 1� g
2ðsl;i;i�1Þ
l;i;i

� �� �� �

	 2
�

Bres;TVC

LðM�1Þ Pl;TVC 1� g
2ðsl;i;i�1Þ
l;i;i

� �

þ 1
� �

�
YL

l

Pl;TVCg
2ðsl;i;i�1Þ
l;i;i

M
M�1

� �

Pl;TVC 1� g
2ðsl;i;i�1Þ
l;i;i

� �
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@

1

A

0

@

1

A

1
L

ð31Þ

The above equation is rearranged to get total feedback bits Bres,TVC as

Bres;TVC ¼ LðM � 1Þ Log2

Pl;TVC 1� g
2ðsl;i;i�1Þ
l;i;i

� �

þ 1
� �

X� 1þ Pl;TVC 1� g
2ðsl;i;i�1Þ
l;i;i

� �� �� �

2

4

3

5

8

<

:

þ Log2

YL

l

Pl;TVCg
2ðsl;i;i�1Þ
l;i;i

M
M�1

� �

Pl;TVC 1� g
2ðsl;i;i�1Þ
l;i;i

� �

þ 1

0

@

1

A

0

@

1

A

1
L
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>=

>;

ð32Þ

The Bres,TVC is a function of fading correlation coefficient. From the above equation, the

grading factor e in Pl,TVC is multiplied by g
2ðsl;i;i�1Þ
l;i;i , the number of bits to be scaled to

maintain rate off-set is determined by the fading correlation coefficient. In the following

numerical results section, the required number of bits in proposed TVC and proposed IFBC

are compared for ease of analysis.

5 Numerical Results

In this section, the performance of the proposed schemes are demonstrated to get more

insights of the findings derived in the previous sections. The impact of bit allocations

between the serving BS and interfering BS on the sumrate is assessed from the simulated

results. In addition to the throughput performance, the scaling of bits to achieve the

multiplexing gain in both the proposed models are also presented.

A simple one dimensional two cell model with each cell having a radius of about 500

meters is considered for numerical simulation. Throughout the simulation M = 4, a = 3.8,

L = 2 and K = 2. Unless otherwise specified, the following parameters are used in the

model. The Correlation coefficient gl,i,i is calculated when the carrier frequency is 2 GHz,

the Frame duration TF is 5 ms and the relative speed between user (l, i) and the BS is

assumed to be varying between 0 and 10 km/h. The total feedback bits per user i.e.

Bres, Bres,TVC is fixed at 10 and grading threshold eT is fixed at 0.3. The maximum received

signal to Noise ratio cl;i;i ¼
El;i;i

ð1þriÞ
a on the basis of unit noise power at the user (l, i) is set be

20 dB at a distance ri ¼ 500 m. Since the system is for throughput maximization, the

received signal power cl,i,i measured against unit noise power is considered as SNR in this

work.

The Fig. 2 shows the feedback partitioning between the serving base stations and

interfering base station when the user distance ri from the serving base station increases.

Since the allocation of the bits are primarily to increase the sum-rate, the proposed allo-

cation reduces the region of cooperation between the BSs thereby reducing the overhead of

limited feedback. The previous allocation in the Ref. [14] starts allocating more bits in the

non-cooperative region to the interfering base stations even the residual inter-cell (ICI)

interference is very less compared to residual inter-user interference. That is, it corresponds
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to the ratio e = 0.1 of the proposed model. The proposed methodology starts the allocation

when the ratio e is greater than the threshold. It can easily be verified from the Fig. 2 that

even for e = 0.3, the serving base stations gets more bits compared to the interfering base

stations. Moreover the non-cooperative region of the proposed allocation compared to the

other existing schemes is extended. This is very much required whenever the user is in the

interior region of the cell where the value of residual ICI is bare minimum compared to the

residual IUI.

Moreover, if the grading factor e is nearing to its maximum value i.e. 1(in the coop-

erative region it usually happens), both ICI and IUI are equal. In this case the grading ratio

e is greater than esig and the total bits are allocated between IUI and ICI as per the steps of

algorithm. This is clearly demonstrated in the Fig. 2 by taking esig as 0.8 and is plotted

inside the Fig. 2. Based on the channel conditions and the grading threshold, the bits are

allocated in TVC and the actual allocation to the interfering base stations starts at a little

later distance. The illustration is given for eT = 0.3 and esig = 0.8 in Fig. 2

In Fig. 3, it is very important to note that when e is in lower range 0.00–0.3 (Non-

Cooperative Region), the equal bit partitioning performance is comparable to the proposed

scheme. Meanwhile, at the high end of e, the rate of equal bit partitioning drops to half of

the rate. This is due to the half of the feedback bits are allocated to residual ICI. The

proposed scheme maintains the higher rate even in cooperative region because of the

grading factor e which allocates larger feedback bits to the interference which is higher in

value compared to the other interference. The serving BS in turn coordinates with the

neighbouring base stations to keep the ICI to a minimum value. As expected because of

channel temporal correlations, the performance of the proposed TVC scheme is slightly

lower than the IFBC Scheme.

It can be easily observed from the Fig. 4 that the minimum rate loss occurs when when

the sub-frame index time matches with the Least common multiple of sl,i,i and sl,i,j. Since

IFBC is independent of feedback duration, the rate loss is independent of sub-frame index.

The proposed IFBC and TVC loss are around 20% lesser in non-cooperative region and it

reduces to around 5% in the cooperative region compared to previously reported rate loss

in Refs. [14] and [17].

The impact of proposed feedback bit allocation of TVC and IFBC on achievable rate for

fixed total residual feedback bits Bres, Bres,TVC are shown in Fig. 5. The proposed IFBC

scheme with eT = 0.3 achieves approximately 20% higher throughput compared to the

Fig. 2 Feedback allocation strategy for IFBC for various e when cl;i;i ðri ¼ 500Þ ¼ 10 dB and

cl;i;j ðrj ¼ 500Þ ¼ 10 dB, sl,i,i = sl,i,j = 10
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Fig. 3 Sum-rate against e for Bres = Bres,TVC = 8, sl,i,i = sl,i,j = 2, cl;i;i ðri ¼ 500Þ ¼ 10 dB and

cl;i;j ðrj ¼ 500Þ ¼ 10 dB

Fig. 4 Rate loss versus sub-frame index Ts when Bres = Bres,TVC = 8, sl,i,i = 5, sl,i,j = 10, gl,i,i = -

gl,i,j = 0.99 and cl;i;i; cl;i;jðri; rj ¼ 500Þ ¼ 10 dB

Fig. 5 Sum-rate performance for fixed Bres, Bres,TVCwhensl,i,i = sl,i,j = 2,gl,i,i = gl,i,j = 0.99
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equal bit allocation scheme and it achieves 15% gain in throughput over the previous

schemes of Refs. [14] and [17] if Bres, Bres,TVC = 2. When we increase e to 0.8 i.e. it

becomes esig, because of stronger ICI, the proposed scheme performs slightly better than

that of equal bit and previous allocation scheme i.e. around 1–5% throughput gain. This is

due to the fact that the IUI is more dominating in the non-cooperative region. The number

of bits required to nullify the effects of interference is less if total bits are fixed at

Bres, Bres,TVC = 2. The interesting observation from Fig. 5 is that as the residual feedback

bit Bres, Bres,TVC increases, the proposed allocation produces a marked improvement over

equal bit allocation and the previous schemes of Refs. [14] and [17]. The throughput

improvement of about 35% over equal bit allocation in both IFBC and TVC is observed in

the edge of non-cooperative region. Moreover the plot also compares the performance of

proposed scheme in both ends of cooperative and non-cooperative region. When Bres,

Bres,TVC is fixed (Bres, Bres,TVC = 8), the cell average sum throughput is decreased in the

cooperative region compared to the non-cooperative region. This reduction is due to the

increased ICI at the cooperative region and the feedback bits are shared between IUI and

ICI.

The sum rate performance of the proposed TVC, IFBC at a lower SNR

(SNR = -0.5 dB) in both the cooperative and non-cooperative regions with increasing

feedback duration is almost equal to the previous schemes reported in Refs. [17] and [14]

respectively. In middle and high SNR regimes (SNR = 5, 10 dB), the proposed schemes

achieves around 10–15% throughput improvement over the previous schemes if the

feedback update duration is higher. This necessitates that the feedback needs to be updated

frequently to yield larger sum rate and the results are shown in Fig. 6. As predicted the

IFBC is not affected by feedback duration.

To verify the scaling of Feedback bits in TVC and IFBC, the cell average sum rate

performance with increasing number of feedback bits Bres, Bres,TVC is evaluated. It can

easily be inferred from the plot of Fig. 7, the proposed scheme maintains a rate off-set of

LLog2 (X) for different e. The proposed IFBC and TVC are tested with e = 0.3. If X-1

equals 2 and L = 2, the TVC and IFBC maintains a rate off-set of 3.12 bps/hz. The rate

offset of Log2 (X) corresponds to a power offset of 3 dB i.e. it is equivalent to M Log2 (X)

bps/Hz [1]. Theoretically the proposed scheme maintains a power off-set of 6 dB [L

(M-1) Log2 (X-1) = 6 dB when L = 2, M = 4 and X-1 = 2]. From the plot, the

simulated results of both TVC and IFBC maintain a power off-set less than 5 dB. But at

high SNR, TVC requires more scaling to maintain the same rate loss. However, to maintain

a lower power offset i.e. for example to maintain 1 dB, the proposed TVC and IFBC

require additional 1.95 L (M-1) bits only.

From Ref. [1], the throughput curve achieves a multiplexing gain of M s
M�1

� �
if Bres,

Bres,TVC are scaled as Bres = s log 2P where s is some constant. The proposed allocation of

IFBC scales as 0.6 L (M-1) i.e. it achieves a multiplexing gain of

M
0:6ðM�1ÞL

M�1

� �

¼ Mð0:6ÞL. The achieved multiplexing gain of 4.8 bps for L = 2 and M = 4

corresponds to a power off-set of 7.5 dB. The scaling in TVC requires additional 0.5 dB

i.e. 8 dB to achieve the same multiplexing gain as that of IFBC. These results are

demonstrated in Fig. 8.

But at the same time both IFBC and TVC achieves full multiplexing gain at higher

scaling. That is, if it is scaled 1.5(M-1) L times, then full multiplexing gain is achieved.

Higher scaling closed the SNR gap between Zero-forcing Ref. [1] and proposed IFBC at

lower value of SNR. The gap relative to zero-forcing and proposed TVC approaches to
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Zero only at very high SNR. This is primairly due to channel correlation effects and these

results can easily be verified from the plot of Fig. 8.

The Fig. 9 Illustrates the throughput performance with increasing number of bits if

feedback update duration and target SNR varies simultaneously. In IFBC the channel

conditions are constant during a frame period and if the feedback update duration varies,

the achievable throughput is not affected. This proved that the scaling of feedback bits is

independent of update period provided the channel is constant throughout the frame

duration. But at the same time, for TVC, to achieve the guaranteed throughput, the

feedback should necessarily be scaled with respect to both the target SNR and update

period. Practically the channel status needs to be frequently updated in TVC to realize the

required Quality of Service.

Fig. 6 Sum-rate performance versus feedback duration sl,i,i (sl,i,i = sl,i,j) when Bres = Bres,TVC = 8,

gl,i,i = gl,i,j = 0.99

Fig. 7 Sum-rate performance with increasing number of total feedback bits (Bres, Bres,TVC) when

sl,i,i = sl,i,j = 2, gl,i,i = gl,i,j = 0.99
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6 Conclusion

In this paper, a sum rate loss performance is characterized in IFBC and TVC and proposed

a feedback bits sharing scheme between interfering and desired channel in order to nullify

the effect of significant interference in average throughput. The proposed scheme mini-

mizes the quantization error by optimally fitting the given feedback bits per user and

keeping the individual user feedback budget constant. Numerical results proved that the

healthy improvement of sum rate performance under this proposed feedback scheme when

fixing threshold for interference grading. Finally we have shown that to keep a constant

rate loss with a determined power offset and to achieve multiplexing gain, the total

feedback bit is scaled linearly with feedback update period and SNR which in-turn is a

function of the path loss, the number of users, the number of antennas in addition to fading

correlation coefficient in TVC. Further extension to this work includes, incorporating

channel estimations errors in allocating the feedback budget.

Fig. 8 Feedback scaling for multiplexing gain when sl,i,i = sl,i,j = 2, gl,i,i = gl,i,j = 0.99

Fig. 9 Sum rate performance with simultaneous variations of sl,i,i (sl,i,i = sl,i,j) and cl,i,i (cl,i,i = cl,i,j) when
gl,i,i = gl,i,j = 0.99
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