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A B S T R A C T

Electronic health records (EHR) are a major source of information in biomedical informatics. Yet, missing values
are prominent characteristics of EHR. Prediction on dataset with missing values results in inaccurate inferences.
Nearest neighbour imputation based on lazy learning approach is a proven technique for missing data im-
putation and is recognized as one among the top ten data mining algorithms due to its simplicity and under-
standability. But its performance is deteriorated due to the curse of dimensionality as unimportant features are
likely to dominate. We address this problem by proposing a novel approach for feature weighting based on a
hybrid of metaheuristic whale optimization algorithm (WOA) and local search late acceptance hill climbing
algorithm (LAHCA) on nearest neighbour imputation method. Our proposed approach Metaheuristic and Local
Search based Feature Weighted Nearest Neighbour Imputation (kNN+LAHCAWOA) also learns different k va-
lues for different test points. Our approach is tested on benchmark EHR datasets with three proven classifiers
Support Vector Machines(SVM), Random forest(RF) and Deep neural networks(DNN). The results prove that
kNN+LAHCAWOA is an effective imputation strategy and aids in improving the classification performance
when compared with its competitor methods.

1. Introduction

Biomedical informatics is an interdisciplinary emerging field ap-
plied in the context of biomedicine [1]. It is the science of problem
solving using biomedical data [2]. One of its applications is to derive
inferences from huge biomedical data sets and take necessary actions in
health care services. EHR is one among the major sources of biomedical
data and is no exception to problems such as missing data, noise, etc.
Elimination or proper handling of such information is a crucial step that
directly impacts the accuracy of prediction. Hence there is a need to
properly handle the missing data values in data preprocessing stage.

The reasons for missing data vary for different scenarios. It may be
because of improper handling of data collection and samples, non-re-
sponse, data entry error, etc [3]. It is always a big question for data
scientists and analysts whether to handle the missing values or ignore
them. This decision depends on the proportion of missingness and
whether the missing variable is a dependent or independent variable
[4]. It is generally accepted that dataset with missingness less than 5%
does not require any treatment for missing values and complete case
analysis may yield reasonable results. Missingness of 5–15% need to be

handled with proper missing data handling mechanisms [5]. Missing-
ness of 15–25% may be worked upon with suitable missing data
handling mechanism whereas these methods may not always yield ex-
pected results for dataset with more than 25% missingness. Hence
different techniques are adopted to treat missing values in different
ways. Nearest neighbour imputation is one among the popular and ef-
ficient imputation techniques owing to its simplicity and under-
standability. Yet, its performance is deteriorated with an increase in the
number of features. This happens because of the influence of unim-
portant features in identifying the neighbours. Our work (kNN+LAH-
CAWOA) proposes a novel method for obtaining feature weights based
on a hybrid of metaheristic WOA and local search LAHCA and in-
corporates this weight on nearest neighbour imputation method. Al-
though many approaches exist for missing data imputation, our ap-
proach is one among the few approaches that can work even when each
observation or feature is having a missing value. Our approach also
learns different number of neighbours for different test points and
hence proves to improve the classification performance in comparison
with its competitor approaches for well known classifiers including
deep learning classification.
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The rest of the paper is comprised of the following sections. Section
2 presents the related works, Section 3 discusses about the methods
used in our approach, Section 4 explains our proposed method
kNN+LAHCAWOA for imputation of missing data, Section 5 sum-
marizes our experimentation framework, Section 6 winds up with
conclusion.

2. Related work

There are several imputation techniques in use and no single im-
putation technique has been proven the best till now. Six different
methods for missing data imputation – imputation by mean value, KNN
algorithm, Fuzzy k means, Singular Value Decomposition (SVD),
Bayesian principal component analysis (bPCA), Multiple imputation
using chained equations (MICE) are compared based on different cri-
teria – Root mean square error (RMSE), unsupervised classification
error, supervised classification error, execution time in [3]. The paper
concludes that there is no universal method applicable for all kinds of
datasets. The classification techniques are categorized into three
methods rule based learning, approximate models and lazy learning and
tested few imputation methods with all the three categories of classi-
fiers in [6]. This paper also concludes that there is no universal im-
putation method that performs well for all classifiers. Yet, certain im-
putation methods are found to cater well with specific predictive
algorithms. Event covering imputation method yields better results for
radial basis function networks [5]. A method is proposed in [7] that
pairs the classifier with the imputation method based on the char-
acteristics of missing values in the datasets.

Imputation methods like imputation with mean, imputation based
on regression, etc. are based on statistics. The statistical based im-
putation methods suffer from their own limitations. Basic simple im-
putation technique involves the use of mean, median or mode to fill in
the missing values. Several methods for imputation of missing values in
electric vehicle charging data are compared and median and constant
imputations are found to improve the predicted results in comparison
with the other methods in this application [8]. Though such methods
prove to be effective in certain cases the major limitation with these
methods is that it ignores relationships [9]. Complete case analysis
proves to be effective when the proportion of missingness is low but
when the proportion of missingness is high, the method is found to be
ineffective. Regression method preserves relationships but under-
estimates variability of missing values.

Multiple imputation technique is also widely used to fill in the
missing values. It is used in matched case control studies [10]. Multiple
imputation is used for prediction on the case study of children mental
health initiative. Multiple imputation using MICE package in R is dis-
cussed in [11]. But multiple imputation is underutilized in health care
sector because of its own limitations. Multiple imputation fails to pro-
vide proper theoretical justification in many instances. Inconsistencies
might arise because of lack of proper joint distribution in fitting the
condition models. Many interactions are required to preserve the as-
sociations in data [12]. Multiple imputation also suffers from compu-
tational complexity. These limitations of statistical techniques led to the
application of machine learning algorithms like KNN, neural networks
for imputation.

K-Nearest Neighbor algorithm is a commonly used machine learning
technique that finds its use in imputation. There are few works carried
out with variations in KNN and are found to perform well for imputa-
tion. Dependence induced by weighed KNN imputation is accounted for
paired samples in colorectal cancer study in [13]. Patients demographic
values and lifestyle are considered for weighed KNN imputation and the

statistical dependence is accounted. This modified KNN performs better
than the traditional KNN and the other multiple imputation techniques
like Markov Chain Monte Carlo (MCMC) and Expectation Maximization
(EM). An adaptive imputation method for incomplete pattern classifi-
cation is proposed in [14]. The concept of credal classification is used
along with the KNN and self-organizing map techniques. Belief function
theory is used to model uncertainty and imprecision.

Imputation techniques are underutilized in health care datasets. A
survey on reporting and handling of missing data in predictive re-
search for type 2 diabetes mellitus states that if missing data is less
than 5%, no imputation method is required. If the proportion of
missing data is between 5% and 15%, single imputation performs
better. If the proportion of missing data is more than 15%, multiple
imputation proves to be effective. The paper explains about the in-
adequate handling of missing data in the study of diabetes mellitus. It
concludes that guidelines explaining the missing data, reasons for
missing data, etc. might help statisticians to decide on the imputation
method [15].

EHR contains several observations and features. Machine learning
techniques are applied on them for clinical decision making. Though
there are several features in EHR, not all features contribute equally
towards prediction. Inspite of the underlying fact that several tech-
niques are used for imputation, very few imputation techniques con-
sider the concept of feature weighting to overcome the negative im-
pact of unimportant features in imputation that might affect the
classification performance. We incorporated feature weighting in-
ferred from a hybrid approach of WOA and LAHCA in nearest neigh-
bour imputation technique to impute missing values in EHR. It has
been observed that there is a decrease in the misclassification error
rate when our proposed method of feature weighting is applied in
nearest neighbour imputation. This in turn improves the classification
performance.

3. Methods

3.1. Missing data patterns

Before selecting the appropriate imputation method for missing
data, there is a need to identify the pattern of missingness in the da-
taset. There are three types of missingness patterns. Missing completely
at random (MCAR), Missing at random (MAR) and Missing Not at
Random (MNAR) [16].

Missing completely at random states that the probability of an ob-
servation being missing depends neither on the observed nor on the
unobserved measurements. It can be represented as

=P Y x x P Y( , ) ( )o m (1)

where Y represents the missing value indicator which is 0 if the value of
X is missing and 1 if it is observed. xo represents the complete ob-
servations and xm represents the missing observations. For example, an
observation is missing because the laboratory sample is dropped. In this
case, the missing value neither depends on other observations nor on
the missing value itself. It is completely independent. Complete case
analysis might yield better statistical inferences for MCAR though there
is some loss of information.

Missing at random states that the probability of an observation
being missing depends on the observed measurements and not on the
unobserved measurements. It can be represented as

=P Y x x P Y x( , ) ( )o m o (2)

For example, patients’ observations may be missing because they are

G. Nagarajan and L.D. Dhinesh Babu Journal of Biomedical Informatics 94 (2019) 103190

2



dropping out as they find the treatment to be ineffective. This can be
predicted by their observed values. Also, the patients who are having
missing observations might have a similar value for their measurements
like the other patients with the same characteristics. Methods based on
likelihood might yield better statistical inferences for MAR.

Missing not at random states that the probability of an observation
being missing depends on the unobserved measurements themselves.
For example, a patient whose observation has to be taken on a parti-
cular day for cocaine level is not turning up because he had consumed
the same and expects the level to be high. This results in missing data
which can be classified as MNAR as the missing value depends on itself.
A joint model of both X and Y is needed in this case.

3.2. Nearest neighbour imputation

As discussed in the earlier sections of this paper, there is no uni-
versal imputation method that works well for all kinds of predictive
algorithms. If the distribution of the dataset is known, parametric ap-
proaches may be used but in reality we may not know the distribution
of data clearly. In those cases non parametric approaches for imputa-
tion can be a better choice [17].

Nearest Neighbour is the best algorithm used when there is no prior
knowledge on the data distribution. Nearest Neighbour method com-
putes the k nearest neighbours for the observation with missing values
and imputes the missing values from the values of its neighbours.
Usually Euclidean distance is used as a metric to compute the neigh-
bours. KNN is capable of imputing both categorical and continuous
variables. The nominal attribute is replaced with the most commonly
used value for that attribute from all its neighbours whereas the nu-
merical attribute is replaced with the average of the values from its
neighbours [5]. Since nearest neighbour imputation is a lazy learning
approach, there is no explicit step required for training. Imputation
using KNN proves to be effective in many scenarios. An example is [18]
where KNN imputation is shown to be effective in comparison with the
other imputation approaches. Different variations of KNN are proposed
for imputation by optimizing parameters in various applications. Re-
cent works carried out to optimize the value of k in KNN includes [19]
where a method is proposed that optimizes k based on data driven
approach, [20] which learns k by learning a correlation matrix that
reconstructs test data point by training data points and [21] that con-
structs a kTree during training stage of KNN classification to output the
value for k parameter based on the testing sample. The performance of
KNN algorithm is improved by feature weighing in many scenarios. Few
examples of recent works for feature weighting KNN includes [22]
where feature weights for KNN is computed based on statistical mea-
sures, [23] that uses information gain to compute feature weight for
KNN, [24] that uses evolutionary algorithm to compute the feature
weights and weights of the neighbours simultaneously and [25] that
uses swam intelligence to assign weights in KNN classification. [26]
proposes Dudani measure to compute the distance and the missing
values are imputed using KNN based on gray relational analysis for
software quality datasets.

Weighted KNNI method is similar to KNN but different weights are
assigned to different neighbours depending on their distance. The other
steps are similar to the normal KNN imputation algorithm [5]. Weighed
KNN proves to yield better results in terms of RMSE for imputation of
missing values in wireless sensor networks. The algorithm considers
spatial, temporal and other non- linear attributes and the concept of
minimized similarity distortion when computing distance in weighed

KNN [27].

3.3. Whale optimization algorithm

WOA is an evolutionary algorithm proposed by [28] based on the
hunting behavior of the humpback whales. WOA is proved to be a
competitive algorithm for optimization problems in comparison with
the state of the art metaheuristic and conventional approaches. The
exploitation and exploration ability of WOA helps to yield better results
for optimization algorithms. Humpback whales are observed to go deep
into the ocean and create bubbles in spiral shape around the prey. WOA
works based on three steps – encircling the prey, bubble net attacking
method and search for the prey. The last two steps correspond to the
exploitation and exploration ability of the algorithm respectively. WOA
starts with a random set of solutions and at each iteration, the search
agents update their positions according to an arbitrary search agent or
the best solution obtained till then based on the value of a parameter
that is constantly decreased in order to ensure for the exploitation and
exploration ability of the WOA. The mathematical model to encircle the
prey (solution) is given by Eqs. (3), (4) [28].

=D C S t S t· ( ) ( ) (3)

+ =S t S t A D( 1) ( ) · (4)

where t represents the current iteration, S∗ represents the best solution
obtained till then, S is the position vector. The coefficient vectors A and
C are given by Eqs. (5) and (6) respectively.

=A a r a2 · (5)

=C r2· (6)

where a decreases from 2 to 0 over iterations and r is the random vector
in [0, 1]. The search agents update their positions according to Eq. (4)
depending on the position of the best solution. The shrinking encircling
behavior is obtained by decreasing a in Eq. (5) by Eq. (7).

=a t
MI

2 2
(7)

where t is the iteration number and MI is the maximum number of al-
lowed iterations. The spiral path is simulated by calculating the dis-
tance between S and S∗. The position of the neighbour search agent is
created by a spiral Eq. (8)

+ = +S t D e cos l S t( 1) · · (2 ) ( )bt (8)

where

=D S t S t( ) ( ) (9)

represents the distance of the ith search agent and the prey (best solu-
tion till then), b is the constant to determine the shape of logarithmic
spiral, l is the random number in [-1,1]. A probability of 50% is as-
sumed to be chosen between the shrinking encircling mechanism and
spiral path during optimization process given by Eq. (10)

+ =
<

> =
S t

Shrinking mechanism eqn if p
Spiral path eqn if p

1
( 4) ( 0.5)

8) ( 0.5) (10)

where p is random in [0, 1]. To increase the exploration capability of
WOA, the position of search agent is updated according to a random
search agent rather than updating with the best solution obtained so
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far. Hence it moves away from the best known agent to explore new
solutions. It is mathematically modelled by Eqs. (11) and (12).

=D C Srand S·
(11)

+ =S t Srand A D1 ·
(12)

where Srand is the random search agent chosen from the current po-
pulation.

The algorithm of WOA is shown in Algorithm 1. WOA is used in
many optimization problems including breast cancer diagnosis [29],
liver segmentation in MRI images [30], etc. WOA also finds its use in
feature selection problems [31,32].

Algorithm 1. Pseudocode of WOA

3.4. Late Acceptance Hill Climbing Algorithm

Late Acceptance Hill Climbing Algorithm is proposed by [33]. It is a
simple local search algorithm based on the idea of late acceptance
strategy on hill climbing algorithm. Most of the local search algorithms
like Simulated annealing, Threshold accepting employs a cooling
schedule. Late acceptance strategy also employs a control parameter for
acceptance condition that is derived from the history of the search.
Hence LAHCA accepts a solution by comparing the current solution
with the solution obtained few iterations before rather than with the

immediate previous solution. The algorithm of LAHCA is shown in
Algorithm 2. The LAHCA is used extensively in wide variety of appli-
cations including high school timetabling [34], combinatorial interac-
tion testing problem [35], Google machine reassignment problem [36],
etc.

Algorithm 2. Pseudocode of LAHCA

4. Proposed approach: kNN+LAHCAWOA

One of the prominent characteristics of EHR datasets is that it
contains many features but not every feature is equally important for
prediction. For example, to identify whether the type of cancer in a
patient is benign or malignant, his ‘height’ might have been recorded in
EHR and this feature might not contribute to the classification. Another
feature ‘tumour size’ which has significant effect on classification might
have missing values for certain observations. Less important features
like ‘height’ are also considered and given equal weightage during
imputation of high important features like ‘tumour size’ when algo-
rithms such as KNN imputation are used. This might distort the clas-
sification performance. Most of the existing imputation techniques do
not consider the significance of the features in the imputation process.
The relevance of a feature is found to affect the classification [37]. Our
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proposed approach kNN+LAHCAWOA incorporates feature weights
calculated by a hybrid of WOA and LAHCA in nearest neighbour im-
putation and developed an improved nearest neighbour imputation
approach to impute missing values.

The major problem with the metaheuristic algorithms is its con-
vergence. Most of the algorithms tend to converge slower or end up in
local optima. Moreover, a balance between the exploitation and the
exploration capability of the metaheuristic algorithms play a major role
in its performance. A lot of metaheuristic algorithms exist and few
popular among them include Particle Swam Optimization(PSO),
Genetic algorithms(GA), Ant Colony Optimization(ACO), WOA, etc.
Owing to the fact that WOA does both exploitation and exploration
simultaneously by performing a smooth transit between them using the
adaptive variation with a predetermined parameter, WOA is proved to
yield better solutions in many applications when compared with other
metaheuristic algorithms [38,39]. Besides, WOA has the lowest number
of predetermined parameters and is able to avoid local optima so that it
converges to a global solution quickly [40,41]. Hence, we have chosen
WOA in our proposed method. Inspite of these advantages, WOA suffers
from its own deficiencies. The major deficiency of WOA is its local
search mechanism. [42]. Inorder to cope up with this deficiencies and
considering the fact that local search algorithms are combined with
metaheuristic algorithms to improve their exploitation capability and
increase their convergence speed, a popular local search algorithm
LAHCA is combined with WOA in our proposed approach. To enable the
search agents to explore the search space in a much better way, EM-
GMM clustering is also embedded with WOA. EM-GMM clustering is
found to be more flexible than other popular clustering algorithms and
can also entertain mixed membership. During the exploration phase,
EM-GMM clustering is used to cluster the search agents and a random
search agent from a different cluster is chosen to improve diversity. This
aids WOA to explore the search space in a much better way without
getting trap in local optima. Yet, in order to study the performance of
our proposed approach, the experiments are also conducted by repla-
cing WOA with GA and PSO in our proposed approach and the results
discussed in Section 5.3. Consider an input data matrix X with m

number of observations and n features. Missing ratio is given as

=Missing ratio Number of missing observations
Total number of observations (13)

4.1. Hybrid of WOA and LAHCA

A hybrid of WOA and LAHCA is used to obtain feature weights in
our proposed approach. WOA starts with a set of random solutions for
feature weights. A sample Solution weight vector S takes the form

= …S w w w{ , , , }1 2
n (14)

where w1,w2,… ,wn represents the feature weights for the features
1, 2,… , n respectively and take the values in the interval [0, 1]. The
classification accuracy of SVM classifier is used as the fitness function.
WOA algorithm is expected to find the feature weights that maximize
this fitness value. The solutions are evaluated at each iteration and
updated accordingly. Two different versions of hybrid approach is
proposed in our work. In version I, LAHCA is embedded into WOA and
used in the exploitation part of WOA. Rather than choosing the best
solution in exploitation part, WOA in our proposed approach uses
LAHCA to enhance the best solution by searching in its nearby region.
Hence S in Eq. (4) is replaced with the best solution from LAHCA. This
aids in improving the exploitation capability of WOA. In addition, the
exploration capability of WOA is improved by using Expectation-Max-
imization Clustering using Gaussian Mixture Models (EM-GMM) to
cluster the search agents and choosing the random search agent from a
different cluster to improve diversity. Hence the random search agent in
Eq. (12) is replaced with the random search agent obtained after clus-
tering. Hence S in Eq. (4) is enhanced in our approach kNN+LAHC-
AWOA-I as

=S S from LAHCA with S as its initial solutionbest (15)

Srand in Eq. (12) is enhanced in kNN+LAHCAWOA-I as

=Srand S from diverse cluster after EM GMM- .a (16)

In version II, the WOA is used to obtain the feature weights and the final
solution is improved with LAHCA. The final feature weight vector is
given as

= …S w w w{ , , , }1u 2u nu (17)

where w1u,w2u, … ,wnu represents the final feature weights for the
features 1, 2,… , n respectively.

The psuedocode of our proposed approach (version I and version II)
is shown in Algorithms 3 and 4 respectively.

Fig. 1. Neighbours (a) KNNI and (b) KNN+LAHCAWOA.

Table 1
Dataset description.

D.No Dataset Features Rows Feature types Classification Samples proportion Source

1 Breast cancer 10 699 Discrete Binary 65%-35% UCI
2 Breast tissue 9 108 Continuous Multiclass(6) 21%-20%-13%-14%-15%-17% UCI
3 Cancer 32 570 Continuous Binary 37%-63% Kaggle
4 Spine 12 310 Continuous Binary 68%-32% Kaggle
5 Diabetes 9 768 Mixed Binary 65%-35% Kaggle
6 Heart 13 270 Mixed Binary 55%-45% Kaggle
7 Liver 10 583 Mixed Binary 71%-29% UCI
8 Thoraric 16 470 Mixed Binary 85%-15% UCI
9 Parkinson‘s disease 754 756 Mixed Binary 25%-75% UCI
10 Colonoscopy 698 76 Mixed Multiclass(3) 28%-20%-52% UCI
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Algorithm 3. Pseudocode for kNN+LAHCAWOA – Version I
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Algorithm 4. Pseudocode for kNN+LAHCAWOA – Version II

4.2. Distance calculation

For each missing observation, distances are calculated with the
other observations according to the feature weights from the hybrid
approach of WOA and LAHCA. Three different distance metrics –
Euclidean, Manhattan, Canberra are tried for both the versions of our
proposed method kNN+LAHCAWOA. [5] states that Pearsons coeffi-
cient can also be used instead of Euclidean distance to identify the
nearest neighbours. The euclidean distance metric is given by

=Edist x x x x( , ) ( )i j i j
2 (18)

The Manhattan distance metric is given by

=
=

Mdist x x x x,i j
i j

n

i j
, 1 (19)

The Canberra distance metric is given by

=
+=

Cdist x x
x x

x x
,i j

i j

n
i j

i j, 1 (20)

where xi, xj represents the feature values of two observations between
which the distance has to be calculated and n represents the number of
features. Distance between observations with missing features is cal-
culated as follows.

= ×dist x x total distance calculated x x length x
length x missing

, , ( )
( [! ])i j i j

i

i

(21)

where missing is given by

=missing ismissing x ismissing x( ) ( )i j (22)

where represents an ‘OR’ operation. Since the features are weighted
based on their importance on classification, features with high im-
portance play major role in calculating the distance between the ob-
servations with missing features unlike the existing method that gives
equal weightage to all the features. Hence the proposed method tends
to neighbour the observations that are close to each other based on the
feature importance thereby helping in the reduction of misclassification
error. An example is shown in Fig. 1. The figure is simply an assumption
of representing observations in a 2-D space to help the readers
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understand the concept better. (a) Depicts how the observations are
distanced from each other when conventional KNNI is used. (b) Depicts
how the observations are distanced from each other when our proposed
approach kNN+LAHCAWOA is used where feature weights are con-
sidered. It is obvious that the neighbours of any observation differ in
both the figures. The neighbours selected for observation 1 by con-
ventional KNN are 6, 11 and 16 whereas the neighbours selected by
kNN+LAHCAWOA are 6, 7 and 22. This implies that observation 1 is
close to observations 6, 7 and 22 when feature weighting is considered.
The similarity measure among the observations 1, 6, 7 and 22 with
respect to classification behavior is high. Once the final distance vector
is calculated for each missing observation, the average values from k
nearest neighbour are used to impute the missing values. If the value
that has to be imputed is missing in the nearest neighbour, the next
nearest neighbour is considered.

4.3. Learning k

There are different approaches used to learn k, the major ap-
proaches being ‘rule of thumb’ and ‘cross-validation’. We use a different
approach proposed in [20] to learn different k for different test points to
improve the efficiency. This approach derives a correlation matrix be-
tween the training data points and the test data points and reconstructs
the test data from the training data points. The k value is identified from
the correlation matrix and hence depending on the correlation of dif-
ferent test points with different training data points, the value of k
differs for different test points. The final optimization function in this
approach is given as

+ + +min X W Y R W R W R W1 1( ) 2 2( ) 3 3( )W
T

F
2 (23)

where X represents the training data points, W represents correlation
matrix or reconstruction weight matrix, Y represents the test data
points, 1, 2 and 3 are tuning parameters, R1 represents the l2-norm
regularization term, R2 represents l2,1-norm regularization term, R3
represents Locality Preserving Projection regularization term and are
defined as

=R W W1( ) 1 (24)

=R W W2( ) 2,1 (25)

=R W Tr W XLX W3( ) ( )T T (26)

respectively with Tr as the Trace operator, L as Laplacian matrix and L
= D-S with Diagonal matrix D and similarity matrix S in real space. The
Frobenius norm, l2-norm, l1-norm, and l2,1-norm of a matrix X are
given by

=X X

F
1

i

2

2

(27)

=X x
i j

2

ij

2

(28)

=X x
i j1

ij
(29)

=X x
i j2,1

ij
2

(30)

The optimization function is optimized using Iteratively Reweighted
Least Square method and the global optimum W is obtained. Once the
correlation matrix is obtained, the parameter k is learned for different
test points and the values are imputed using Eq. (31). The tuning
parameters 1, 2 and 3 are tested with values {0.005, 0.05, 0.5, 5, 50}

and different values are found to optimize the equation for different
datasets.

= =Imputedvalue x
x

k
( )ij

n

k

nj
0

(31)

Where xij represents the observation xi in which the value for feature j
has to be imputed and xnj represents the values of the feature j in the
neighbouring observations xn.

5. Experimental setting

We propose two versions – kNN+LAHCAWOA-I and kNN+LAHC-
AWOA-II based on the technique of hybridization as explained in pre-
vious section. Three different distance metrics are tried with both the
versions – Euclidean NNI (ENNI), Canberra NNI (CNNI) and Manhattan
NNI (MNNI). The results are compared with five conventional and state
of the art Nearest Neighbour Imputation (NNI) methods – Conventional
KNN, Feature weighted KNN based on PSO (KNN+PSO), Feature
weighted KNN based on GA (KNN+GA), Feature weighted KNN based
on Information gain (KNN+IG) and KNN based on Gray distance
(GDKNN). KNN+PSO and KNN+GA uses PSO and GA instead of WOA
in version 1 of our proposed approach. Our approach is also compared
with few other state of the art and more popular imputation methods –
Mean value imputation (MV), Multiple imputation (MI), SVM regres-
sion imputation (SVM), weighted random forest imputation (WRF).
Experiments are conducted for three different values of missingness –
10%, 20% and 30% and on three different classifiers – Support Vector
Machines (SVM), Random Forest (RF) and DNN. A 10-fold cross-vali-
dation is used to avoid overfitting. The experiments are also repeated 5
times to avoid bias if any during cross-validation and the Tables 2–7
represent the average results.

5.1. Dataset description

Ten biomedical classification data sets downloaded from Kaggle and
UCI data repository are considered for our experimentation. Few da-
tasets are examples for binary classification tasks and few for multiclass
classification tasks. A description of the datasets used for our experi-
mentation is provided in Table 1. Following is the description of col-
umns of Table 1. Oversampling is done in imbalanced datasets(Li-
ver,Thoracic,Parkinson‘s).

D.No – Represents the dataset number.
Dataset – The datasets used in our experimentation.
Features – Number of features in the corresponding dataset.
Rows – Number of observations in the corresponding dataset.
Feature types – The nature of features in the dataset. Few include
only discrete features, few include only continuous features and few
has mixed features that include continuous, discrete and categorical.
Classification – Nature of classification task. Binary or multiclass
classification.
Samples proportion – The proportion of observations belonging to
different classes.
Source – The source of the dataset.

5.2. Parameter setting

The classifiers used in our experimentation include SVM, Random
forest which is an example of ensemble technique bagging and deep
neural networks (DNN). A radial basis kernel with degree 3 is used in
most of the cases whereas a polynomial kernel is also used in few da-
tasets for SVM classification. 50 trees are grown in random forest
classification. Deep learning classification is executed with keras on top
of tensorflow. Adaboost is used to optimize the network weights and
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Table 2
Misclassification error rate for different NNI methods and kNN+LAHCAWOA – Deep Neural networks (for 10%,20% and 30% missingness in each dataset).

Dataset KNN KNN+PSO KNN+GA KNN+IG GDKNN kNN+LAHCAWOA-I kNN+LAHCAWOA-II

Dataset1 3.6 3.9 4.1 3.9 3.4 3.2 3.18
4.9 4.8 4.9 4.1 4.2 4.05 4.08
6.8 6.17 6.19 6.2 6.08 5.9 5.96

Dataset2 10.3 10.1 10.07 10.8 10.15 10.03 10.12
11.98 11.9 11.1 11.3 11.5 11.05 11.80
13.9 13.7 13.2 13.9 13.5 13.8 13.79

Dataset3 3.9 3.92 3.6 3.9 3.8 3.67 3.5
4.5 4.7 4.9 4.8 4.9 4.42 4.48
6.15 6.3 5.9 6.5 5.58 5.25 5.37

Dataset4 23.3 22.1 21.8 25.5 21.8 21.3 21.5
28.7 28.4 27.9 29.5 29.1 27.2 27.28
32.9 31 32 32.89 31.76 30.7 30.9

Dataset5 16.1 16.5 16.72 16.8 16.12 16.03 16.19
21.6 21.05 21.8 23.63 24.9 20.9 21
25.8 25.16 26.81 26.49 26.19 25.3 25.61

Dataset6 33.5 33 33.8 34.56 32.8 32.76 32.9
35.8 35.1 35.9 35.37 35.20 35.12 35.58
38.4 39 38.8 38.4 38.54 38.25 38.34

Dataset7 30.2 30 30.7 30.3 30.9 29.98 30
32.3 32.19 32 32.65 32.32 32.49 32.15
34.2 34 34.58 34.7 34.12 34.6 33.83

Dataset8 17.1 17.8 17.59 17.55 17.65 17.02 17.17
19.23 19.97 19.9 19.5 20 19.04 19.06
22.8 22.3 21.9 21.6 21.7 20.9 21

Dataset9 22.1 21.81 21.05 23.15 20.09 20.02 20.83
25.13 24.89 24.1 23.15 24.10 23.01 23
26.1 24.93 25.91 24.6 25.17 25 25.94

Dataset10 25.09 24.14 23.19 24.67 25.79 23.09 23.98
26.93 25.91 26.16 25.01 24.11 24.02 24.98
27.15 26.92 27.99 26.16 26.77 26.01 26.54

Bold values represent the least misclassification error rate among all the methods.

Table 3
Misclassification error rate for different NNI methods and kNN+LAHCAWOA – Random forests (for 10%,20% and 30% missingness in each dataset).

Dataset KNN KNN+PSO KNN+GA KNN+IG GDKNN kNN+LAHCAWOA-I kNN+LAHCAWOA-II

Dataset1 3.03 3.08 3.05 3.1 3.09 2.95 2.99
4.9 4.98 4.56 4.6 4.18 4.19 4.15
5.2 5.92 5.64 5.53 5.16 5.1 5.02

Dataset2 7.2 7.36 7.51 7.95 7.8 7.02 7
11.3 11.0 11.28 11.68 11.4 10.90 10.98
16.32 16.7 16.45 16.9 16.81 16.25 16.1

Dataset3 4.5 4.7 4.7 4.2 4.2 4.15 4.02
5.5 5.8 5.68 5.42 5.8 5.1 5.2
6.3 6.54 6.16 6.8 6.23 6.07 6.10

Dataset4 20.9 20.8 21.3 21.37 21.89 20.76 20.38
26.7 26.79 26.92 26.59 26.8 26.41 26.45
29.4 29.2 29.68 29.32 29.7 29.11 29.5

Dataset5 16.12 16 16.7 16.15 16.28 16.02 16.09
18.25 18.2 18.3 18.8 18.3 18.1 18.29
24.18 24.84 25 25.3 24.8 24.06 24.2

Dataset6 26.9 25.9 27.7 26.19 27 25.59 25.92
29.5 29.1 28.9 28.9 29.14 28.59 28.10
32.4 32.2 32.58 32.67 32 31.93 31.95

Dataset7 12.19 12.5 12.29 12.8 12.23 12.08 12.14
15 14.9 14.6 14.9 14.5 14.39 14.58
18.2 18.0 18.27 18.9 18 17.83 17.96

Dataset8 14.56 14.9 14.5 14.85 14.93 14.7 14.30
18.4 18.9 18.2 18.59 18.32 18.09 18.23
22.7 22.8 22.9 22.2 21.17 21.1 21.07

Dataset9 20.91 20.8 21.15 22.98 21.07 20.02 20.10
21.95 22.16 22.93 22.99 21.80 21.11 21.96
23.18 23.38 23.11 23.67 24.8 23.09 23.1

Dataset10 23.10 23.18 24.26 25.10 24.00 22.98 23.10
24.99 24.43 24.98 25.89 24.90 23 23.16
26 25.67 26.09 25.11 26.08 25.09 25.1

Bold values represent the least misclassification error rate among all the methods.
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Table 4
Misclassification error rate for different NNI methods and kNN+LAHCAWOA – SVM (for 10%,20% and 30% missingness in each dataset).

Dataset KNN KNN+PSO KNN+GA KNN+IG GDKNN kNN+LAHCAWOA-I kNN+LAHCAWOA-II

Dataset1 3.7 3.24 3.29 3.89 3.1 3.01 3.09
4.8 4.58 4.81 4.27 4.23 4.08 4.1
5.2 5.36 5.29 5.19 5.67 5.0 5.06

Dataset2 12.16 12.05 12.57 12 12.3 11.95 11.13
14.7 14.19 14.8 14.5 14.96 14.9 15.0
16.95 17.08 16.4 16.89 16.9 16.13 16.19

Dataset3 2.6 2.5 3.2 2.67 2.91 2.19 2.30
4.13 4.53 4.66 4.89 4.23 4.83 4.01
6.5 6.76 6.39 6.17 6.13 6.15 6

Dataset4 21.2 21.11 21.67 21.68 21.4 20.98 21.15
26.3 26.34 26 26.7 26.45 26.2 26
29.9 28 28.7 25.2 27.8 25 25.1

Dataset5 21.7 20.97 21.09 21.47 21.12 21.02 20.9
23.2 23.48 23.64 23.96 23.41 23.09 23.18
26.95 26.81 26.31 26.28 26.3 25.96 26.08

Dataset6 29.7 29.18 29.64 29 29.91 29.01 28.85
31.1 31.91 30.96 30.85 31.01 30.7 30.92
32.5 32.95 32.17 32.91 32.71 32.09 32.01

Dataset7 29.8 29.78 29.9 29.74 29.68 29.09 29.06
31.19 31.31 31.65 31.9 31.39 31.14 31.09
34.2 34.54 34.7 34.97 34.9 34.06 32.18

Dataset8 17.6 17.26 17.31 17.9 17.0 16.8 16.9
19 18.9 19.0 19.85 19.67 18.09 18.02
21.7 21.5 21.6 22 22.44 21.09 21.03

Dataset9 19.11 20.2 20.9 20.18 19.07 18.95 19.01
20.10 21.8 21.76 20.65 20.78 19.01 19.08
22.95 22.26 22.54 21.79 22.10 20.18 20.65

Dataset10 20 21.8 20.19 20.98 19.92 19.12 19.9
22.07 22.98 22.76 22.09 21.87 20.94 20.96
24.97 24.12 24.88 23.56 22.90 21.18 21.65

Bold values represent the least misclassification error rate among all the methods.

Table 5
Comparison of different imputation methods in Deep Neural networks – for 10%,20% and 30% missingness in each dataset.

Dataset MV MI SVM WRF kNN+LAHCAWOA-I kNN+LAHCAWOA-II

Dataset1 4.4 4.36 4.51 4.8 3.2 3.18
5.8 5.9 3.92 5.19 4.05 4.08
6.7 6.6 6.75 6.9 5.9 5.96

Dataset2 10.1 11.19 11.8 10.69 10.03 10.12
11.7 11.17 12 11.29 11.05 11.8
13.9 13.3 14 14.04 13.8 13.79

Dataset3 4.7 4.5 4.21 4.17 3.67 3.5
5.8 5.25 5.18 5.05 4.42 4.48
6.9 6.67 6.95 6.25 5.25 5.37

Dataset4 21.9 22 22.29 21.81 21.3 21.5
29.8 27.02 29.19 28 27.2 27.28
31.7 31.8 31.78 31.89 30.7 30.9

Dataset5 17 17.2 16.12 16.89 16.03 16.19
21.8 21.78 21.9 21.18 20.9 21
26.5 25.91 26 26.18 25.3 25.61

Dataset6 33.1 33.12 32.85 33.8 32.76 32.9
36.8 35.18 36.12 36.9 35.12 35.58
38.9 38.15 38.95 39.06 38.25 38.34

Dataset7 30.8 30.9 30.2 30.19 29.98 30
32.9 32.05 32.99 32.76 32.49 32.15
35.6 35.8 35 34.8 34.6 33.83

Dataset8 17.8 17.9 18.1 18.13 17.02 17.7
19.9 19.16 19.38 19.4 19.04 19.06
21.3 21.5 21 21.4 20.9 21

Dataset9 21.18 20.9 22.19 20.99 20.02 20.83
26 23.18 25.76 24.04 23.01 23
27.87 25.15 26 25.94 25 25.94

Dataset10 24.08 24.19 24.99 24.89 23.09 23.98
25.19 25.23 25.18 25.94 24.02 24.98
26.41 26.89 27.67 26.82 26.01 26.34

Bold values represent the least misclassification error rate among all the methods.
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Table 6
Comparison of different imputation methods in Random forests – for 10%,20% and 30% missingness in each dataset.

Dataset MV MI SVM WRF kNN+LAHCAWOA-I kNN+LAHCAWOA-II

Dataset1 3.8 3.19 3.2 3.43 2.95 2.99
4.4 4.48 4.19 4.98 4.19 5.02
5.19 5.1 5.30 5.15 5.1 5.02

Dataset2 7.1 7.12 7.94 7.19 7.02 7
11.8 11.51 11.89 11.76 10.9 10.98
16.58 16.53 16.12 16.17 16.25 16.1

Dataset3 5.05 4.98 4.69 4.74 4.15 4.02
5.56 5.13 5.98 5.3 5.1 5.2
6.7 6.62 6.8 6.8 6.07 6.1

Dataset4 21.2 21.8 21.09 21.13 20.76 20.38
27.38 27.15 27 27.1 26.41 26.45
29.5 30 29.9 29.3 29.11 29.5

Dataset5 16.7 16.27 17.19 16.7 16.02 16.09
18.8 18.22 19.16 18.8 18.1 18.29
24.6 24.6 24.8 24.7 24.06 24.2

Dataset6 26.1 26.19 26.28 25.9 25.59 25.92
29.8 28.01 29.9 29.59 28.59 28.10
32.16 32.9 31.97 32.7 31.93 31.95

Dataset7 13.8 13.4 13.6 13.1 12.08 12.14
16.8 16.12 15.5 16.58 14.39 14.58
18.87 18.6 18.07 18.4 17.83 17.96

Dataset8 14.8 14.78 14.17 14.85 14.7 14.3
18.7 18.9 18.3 18.8 18.09 18.23
21.8 22.1 21.98 21.8 21.1 21.07

Dataset9 20.78 21.23 20.78 21.98 20.02 20.10
21.77 21.90 22.0 21.96 21.11 21.96
24.8 23.9 23.97 24.67 23.09 23.1

Dataset10 24.15 24.12 23.98 23.29 22.98 23.10
24.17 24.80 24.08 23.75 23 23.16
25.98 25.41 26.19 25.65 25.09 25.1

Bold values represent the least misclassification error rate among all the methods.

Table 7
Comparison of different imputation methods in SVM – for 10%,20% and 30% missingness in each dataset.

Dataset MV MI SVM WRF kNN+LAHCAWOA-I kNN+LAHCAWOA-II

Dataset1 3.3 3.19 3.25 3.75 3.01 3.09
4.9 4.1 4.2 4.7 4.08 4.1
6.2 6.1 6.9 6.75 5.0 5.06

Dataset2 12.5 12.73 12.6 12.4 11.95 11.13
15.6 15.0 15.8 15.2 14.9 15.0
17.2 17.1 17.03 17.79 16.13 16.19

Dataset3 2.5 2.7 3.0 2.99 2.19 2.3
5.7 5.3 5.7 4.9 4.83 4.01
6.3 6.9 6.5 6.2 6.15 6

Dataset4 21.2 21.8 21.59 21.87 20.98 21.15
26.4 26.2 26.8 27 26.2 26
26.9 26.9 26.7 24.97 25 25.1

Dataset5 21.2 21.1 21.9 21.19 21.02 20.9
24 23.8 23.74 23.8 23.09 23.18
26.3 26.8 26.72 25.98 25.96 26.08

Dataset6 29.15 29 29.8 29.09 29.01 28.85
30.8 29.15 31 31.6 30.7 30.92
32.1 32.3 32.9 32.7 32.09 32.01

Dataset7 29.8 29.6 30 29.53 29.09 29.06
32 31.8 31.6 31.8 31.14 31.09
34.9 34.8 34.46 34.51 34.06 32.18

Dataset8 16.98 16.9 17.6 17.24 16.8 16.9
18.4 19.0 18.9 18.9 18.09 18.02
21.4 21.94 22.0 21.5 21.09 21.03

Dataset9 19.87 18.99 19.11 18.99 18.95 19.01
19.4 19.19 20.86 21.65 19.01 19.08
22.14 22.09 21.08 21.94 20.18 20.65

Dataset10 21.13 20.65 19.98 19.96 19.12 19.9
22.19 22.78 21.08 21.72 20.93 21.01
24.21 24.89 23.54 23.17 21 21.18

Bold values represent the least misclassification error rate among all the methods.
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rectifier is used as the activation function. Cross validation is used in all
the classifiers. The tuning parameters 1, 2 and 3 in Eq. (23) are
tested with values {0.005, 0.05, 0.5, 5, 50} and different values are found
to do best in different datasets. With respect to the algorithms used for
comparison, the parameters are set the same as their original corre-
sponding papers. k is determined by ‘rule of thumb’ in the conventional
kNN used for comparison. The population size is set between 60 100 in
GA and PSO used along with our proposed approach for comparison.
The acceleration factors of PSO is set to 2.025 and the inertia weight is
set to 0.625. The crossover and mutation ratio are set to 0.9 and 0.1 in
GA. The value of a is decreased from 2 to 0 over iterations in WOA. k in
our proposed approach is determined by the correlation matrix between
training and testing data as discussed in the earlier section. Five im-
puted datasets are generated with multiple imputation.

5.3. Results and discussion

The ten clinical datasets we have chosen for our experiment are
examples for supervised machine learning. Most of the existing im-
putation techniques are defined for MCAR and MAR methods. MCAR
can be considered as a special case of MAR in which the missing data
values are a simple random sample of all the data values. Moreover,
MAR is a less restrictive version of MCAR [13]. Hence, like few other
missing data imputation works that assumes the missing data pattern as
MCAR [3,5,7,43,44], our proposed approach also simulates the missing
values under the assumption that the missing values are missing com-
pletely at random. The results are displayed only for the commonly
used Euclidean distance metric in this paper due to space constraints.
The experiments conducted using the other two distance metrics also
yielded similar results. The simulated missing values are imputed in the
datasets using our proposed approach and also using other methods
used in our experimentation for comparison. The metric chosen for
evaluation is misclassification error rate. Misclassification error is the
proportion of misclassified observations that includes both false posi-
tive and false negative. The dataset with the imputed values from kNN
+LAHCAWOA is used as input for the respective supervised machine
learning models and the misclassification error rate is computed for
each of the ten datasets. Another experiment is conducted using the
same datasets with the same supervised machine learning models but
the missing values are imputed with other state of the art NNI methods.
The results of each dataset for the three different supervised learning
models are shown in Tables 2–4 respectively. It is evident that the
misclassification error rate for all the three models is less when missing
values are imputed with kNN+LAHCAWOA. There are variations in the
misclassification error rate among all the three models. This is because
different supervised learning models perform well for different datasets
depending on many other parameters such as the characteristics of the
datasets, parameters set for the supervised learning models, nature of
missingness, etc. Though there may be slight variations, it is observed
that our imputation method reduces the misclassification error rate in
all the three models for all the ten EHR datasets used for experi-
mentation.

kNN+LAHCAWOA is also compared with other state of the art
imputation methods and the results are shown in Tables 5–7 respec-
tively. It is evident that our approach performs equally well or even
superior in certain scenarios. kNN+LAHCAWOA outperforms other

methods in more than half of the test cases. To compare the results
statistically, a paired t-test is performed at 95% confidence interval. The
results confirmed that both the versions of our proposed approach
outperforms the other methods considered for comparison. But the re-
sults are statistically not significant between the two versions of our
proposed approach.

It is observed that our proposed method outperforms all the other
methods for datasets with more number of features like dataset 3, da-
taset 9 and dataset 10. But there are few cases in smaller datasets where
other methods outperform our proposed method and such cases are
found especially in DNN classifier where multiple imputation is found
to cater well with DNN just like event covering method with radial basis
networks [5]. Yet, DNN classifier is not the best classifier in such da-
tasets. The least misclassification error rate is given by RF or SVM in
such datasets and our proposed method outperforms other methods in
these classifiers (Ex:-Dataset 7). Moreover, even in such cases, our
proposed method is found to be superior with DNN for few other pro-
portion of missingness. The optimization algorithms GA, PSO and WOA
differ in terms of the quality of solutions, performance, convergence,
etc. They differ in the way exploitation and exploration is done. GA
does the exploration and exploitation with selection, crossover and
mutation operators. PSO updates the position of the particles based on
two values, pbest and gbest. WOA updates the position of search agents
based on the best search agent. Since WOA does more exploration in its
initial iterations, it does well with larger datasets. In smaller datasets,
PSO and GA are found to converge faster and yield better solution in
few cases (Ex:-Dataset 6) probably due to lesser number of feature
combinations. Though such cases exist, the difference in misclassifica-
tion error rate between the identified superior method and our pro-
posed method is not significant. Hence our proposed method is found to
be a stable method and more specifically when the number of features is
high.

Yet, as suggested by the reviewers, it is quite interesting to know the
performance of our proposed approach with non-MCAR pattern. Hence,
we violated the MCAR assumption and simulated the MAR pattern in
our proposed approach to perform a small experimentation on dataset 3
with 30% missingness and study the performance. The result in Table 8
shows that our proposed approach is found to be effective with MAR
pattern also.

Fig. 2 ‘a’ shows the heat map visualization for 1st dataset – breast
cancer. It is obvious that features such as normalnucleoli, blandchro-
matin, etc. has significantly higher impact on the classification behavior
than the features like mitoses, barenucleoli, etc. Amidst the features
normalnucleoli and blandchromatin, the impact of the latter is higher
than the former determined by the intensity of the shade. Fig. 3 shows
the Root Mean Square Error (RMSE) between the actual and the pre-
dicted values by different approaches. It is clear that the RMSE between
the actual and imputed values is less when kNN+LAHCAWOA is used.

Our experimental set up tested kNN+LAHCAWOA with different
proportions of missingness 10% missingness, 20% missingness and 30%
missingness. The results prove that kNN+LAHCAWOA reduces mis-
classification error rate in comparison with the state of the art ap-
proaches. There can be variations depending on the characteristics of
the datasets, proportion of missingness and certain other parameters.
Yet, our approach proves to be effective for all the datasets considered
for experimentation.

Table 8
Misclassification error rate for different NNI methods and kNN+LAHCAWOA – Dataset3(MAR-30%).

Classifier KNN KNN+PSO KNN+GA KNN+IG GDKNN kNN+LAHCAWOA-I kNN+LAHCAWOA-II

DNN 6.06 6.18 6.02 6.15 5.49 5.11 5.39
RF 6.35 6.44 6.17 6.14 6.25 6.01 6.10
SVM 6.14 6.79 6.90 6.2 6.13 6.09 6.11

Bold values represent the least misclassification error rate among all the methods.
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Fig. 2. Feature ranking shown as heat map for Datasets 1–8 and as plot for datasets 9, 10.
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Hence, the proposed method is a generalized missing data imputa-
tion method to different kinds of classification problems with health
datasets (Ex:- prediction of the type of a disease like cancer whether it is
benign or malignant, identify if a patient is abnormal or normal using
collected data, diagnose if a patient has a particular type of a disease
like diabetes or not, etc.). The major characteristics of our proposed
method includes its capability to work with mixed feature types (Ex:-
categorical, discrete, continuous) and also with different kinds of

classifiers. Our method has also proved its performance with different
proportions of missingness. Moreover, determining k is also not an issue
since we use different k for different test points by learning the corre-
lation matrix as discussed in earlier section. Use of WOA algorithm with
an enhanced exploitation and exploration capability yields faster con-
vergence rate when compared with GA and PSO. The sample con-
vergence of the curves of WOA, PSO and GA for three datasets is shown
in Fig. 4a–c respectively. It is obvious that WOA converges to a better

Fig. 2. (continued)

Fig. 3. Comparison of RMSE between the actual and predicted values.
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solution in final iterations and avoids local optima. WOA does more
exploration in the initial iterations but the algorithm converges to a
better solution during final iterations especially in the last 50 iterations.
Hence it performs better than GA and PSO. Nevertheless, there is more
scope for future work in our proposed method. Our proposed method
can be modified or enhanced to handle MNAR pattern of missingness.
The computational time of our proposed method is little high with large
datasets owing to many feature combinations in metaheuristic algo-
rithm. A hybrid of our proposed method with feature selection methods
or big data tools can help reduce the computational time.

6. Conclusion

Though it is proved that there is no universal imputation method
that caters well with all the datasets and with different predictive al-
gorithms, there are always new techniques and approaches emerging
from which the best approach and technique can be chosen based on
the nature of the dataset, predictive algorithm used, etc. We addressed
the issue of performance deterioration in nearest neighbour imputation

due to curse of dimensionality by identifying the feature weights using
our proposed hybrid method based on WOA and LAHCA. Since our
approach also learns different k for different test points using the cor-
relation matrix between the training and test data points for imputa-
tion, the missing values are also predicted more accurately. The ex-
periments are conducted with ten different EHR datasets on three
supervised machine learning models and the features are weighted and
imputed as explained in this paper. The results demonstrate the effec-
tiveness of our proposed approach kNN+LAHCAWOA in comparison
with the existing state of the art nearest neighbour and other imputa-
tion methods with respect to classification accuracy.
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