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against spoofing. Another advantage of finger vein recognition in a hygienic viewpoint is that the finger need not be 
in contact with the sensor [2]. 

Whileimage capturing, haemoglobin in blood veins absorbs infrared light from light source [3, 4]. Vein image is 
captured as a pattern of shadows by the charge-couple device (CCD) monochrome camera kept on the other side of 
the finger [5, 6]. After normalizing the captured images, they are stored as a template in the finger vein biometric 
database.  

Each time during finger vein identification, vein image of user is compared against stored templates in the 
database. Finger vein verification is a process of determining whether the finger vein image given by the user is 
same as his stored template. Finger vein identification is a one to many comparison where a finger vein template is 
retrieved from the database which corresponds to the query image. Even though finger vein biometric system 
possesses exceptional qualities against other biometrics, it is quite challenging to extract enough number of reliable 
and consistent features for matching. Due to light scattering and other irregularities in the imaging procedures, finger 
vein images often possess random distortions and affine issues. These affine issues can be effectively tackled by 
using affine invariant features during the feature extraction stage which will result in reliable biometric 
identification. Affine transformation features are used in ASIFT feature matchingwhich can provide resistance to 
robust affine issues and thereby better matching results.Scale invariant feature transforms introduced by D.G. Lowe 
[7] is a local feature description algorithm relying on scale space. J Peng [8] proposed finger vein matching by 
extracting SIFT features after applying Gabor filters. H.G. Kim [9] suggested an illumination normalization before 
extracting SIFT features from the finger vein images.ASIFT feature matching was introduced by J.M. Morel [10] 
who used affine invariant parameters which resist persistent affine characteristics.  

Content based image retrieval makes use of the visual traits of an image to characterize and index the images. 
Feature vectors of database imagesare compared with that of the query image after forming a feature vector database 
of images. Image retrieval is executed with the support of an indexing system after calculating the similarity 
measures or distance measures. This image retrieval stage reduces the computation burden and aids in faster feature 
matching.Content based image retrieval aims to retrieve images from a huge database by analyzing their visual 
features. Numerous image retrieval systems have been established effectively in the recent era, SIMPLIcity System 
[11], Blobworld System [12] and Visual SEEK [13].Many modern intelligent systems have adopted fuzzy set theory 
proposed by Zadeh [14] because of its human like reasoning and efficiency. Chen and Wang [15] used a region 
based fuzzy approach with feature matching for image retrieval. Krishnapuram [16] proposed a fuzzy retrieval 
system for images (FIRST) which incorporates relational graphs that are fuzzy attributed (FARG) for image 
representation. Konstantinidis [17] developed fuzzy linking method of color histogram creation which contains only 
10 bins for recovering like images from an assorted image collection. Iqbal [18] used a retrieval approach for 
biometric security with image features measured by fuzzy heuristics. 

In this paper, efficiency of affine invariant feature matching is investigated in the framework of finger vein 
biometrics by using ASIFT feature matching. In order to reduce the time complexity of the affine invariant features, 
a size reduction of the database is attained through fuzzy based image retrieval.  

2. Fuzzy image retrieval of finger vein database images 

2.1. Fuzzification of images 

A few significant images from database are retrieved at this stage, in decreasing order of similarity with the query 
image. In order to use fuzzy measures, intensity levels need to be shifted to a fuzzy plane where the intensity values 
are modified as real numbers between 0 and 1. Alteration of crisp values into fuzzy values for the linguistic fuzzy 
sets comes under fuzzification. Each linguistic term is associated to a grade by a membership function. By 
fuzzification, we mean the process of converting an object into a fuzzy object. A crisp set may be fuzzified by 
attaching a membership grade to each element of the set. 

For fuzzifying database images and query image, gamma membership function [19] is used here on the histogram 
count of the intensity levels in images. Each pixel in the image is fuzzified by fuzzifying the corresponding intensity 
level’s histogram count using the gamma function given by equation (1).   

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2017.12.024&domain=pdf
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against spoofing. Another advantage of finger vein recognition in a hygienic viewpoint is that the finger need not be 
in contact with the sensor [2]. 

Whileimage capturing, haemoglobin in blood veins absorbs infrared light from light source [3, 4]. Vein image is 
captured as a pattern of shadows by the charge-couple device (CCD) monochrome camera kept on the other side of 
the finger [5, 6]. After normalizing the captured images, they are stored as a template in the finger vein biometric 
database.  

Each time during finger vein identification, vein image of user is compared against stored templates in the 
database. Finger vein verification is a process of determining whether the finger vein image given by the user is 
same as his stored template. Finger vein identification is a one to many comparison where a finger vein template is 
retrieved from the database which corresponds to the query image. Even though finger vein biometric system 
possesses exceptional qualities against other biometrics, it is quite challenging to extract enough number of reliable 
and consistent features for matching. Due to light scattering and other irregularities in the imaging procedures, finger 
vein images often possess random distortions and affine issues. These affine issues can be effectively tackled by 
using affine invariant features during the feature extraction stage which will result in reliable biometric 
identification. Affine transformation features are used in ASIFT feature matchingwhich can provide resistance to 
robust affine issues and thereby better matching results.Scale invariant feature transforms introduced by D.G. Lowe 
[7] is a local feature description algorithm relying on scale space. J Peng [8] proposed finger vein matching by 
extracting SIFT features after applying Gabor filters. H.G. Kim [9] suggested an illumination normalization before 
extracting SIFT features from the finger vein images.ASIFT feature matching was introduced by J.M. Morel [10] 
who used affine invariant parameters which resist persistent affine characteristics.  

Content based image retrieval makes use of the visual traits of an image to characterize and index the images. 
Feature vectors of database imagesare compared with that of the query image after forming a feature vector database 
of images. Image retrieval is executed with the support of an indexing system after calculating the similarity 
measures or distance measures. This image retrieval stage reduces the computation burden and aids in faster feature 
matching.Content based image retrieval aims to retrieve images from a huge database by analyzing their visual 
features. Numerous image retrieval systems have been established effectively in the recent era, SIMPLIcity System 
[11], Blobworld System [12] and Visual SEEK [13].Many modern intelligent systems have adopted fuzzy set theory 
proposed by Zadeh [14] because of its human like reasoning and efficiency. Chen and Wang [15] used a region 
based fuzzy approach with feature matching for image retrieval. Krishnapuram [16] proposed a fuzzy retrieval 
system for images (FIRST) which incorporates relational graphs that are fuzzy attributed (FARG) for image 
representation. Konstantinidis [17] developed fuzzy linking method of color histogram creation which contains only 
10 bins for recovering like images from an assorted image collection. Iqbal [18] used a retrieval approach for 
biometric security with image features measured by fuzzy heuristics. 

In this paper, efficiency of affine invariant feature matching is investigated in the framework of finger vein 
biometrics by using ASIFT feature matching. In order to reduce the time complexity of the affine invariant features, 
a size reduction of the database is attained through fuzzy based image retrieval.  

2. Fuzzy image retrieval of finger vein database images 

2.1. Fuzzification of images 

A few significant images from database are retrieved at this stage, in decreasing order of similarity with the query 
image. In order to use fuzzy measures, intensity levels need to be shifted to a fuzzy plane where the intensity values 
are modified as real numbers between 0 and 1. Alteration of crisp values into fuzzy values for the linguistic fuzzy 
sets comes under fuzzification. Each linguistic term is associated to a grade by a membership function. By 
fuzzification, we mean the process of converting an object into a fuzzy object. A crisp set may be fuzzified by 
attaching a membership grade to each element of the set. 

For fuzzifying database images and query image, gamma membership function [19] is used here on the histogram 
count of the intensity levels in images. Each pixel in the image is fuzzified by fuzzifying the corresponding intensity 
level’s histogram count using the gamma function given by equation (1).   
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      h hK D j Q j
D jx e  

   (1) 
Here   hD j  and  hQ j  represent histogram counts of intensity level j  of database and query images 

respectively. It is clear that j   varies from 0 to 1L   if there are L  levels of intensity. The constant K in equation 
(1) is computed by the equation (2). It is defined in such a way that fuzzy membership values given by equation (1) 
lies between 0 and 1. For this, the largest histogram count of each grey level is noted and then considering all the 
images in the database, the highest of all these largest histogram counts is taken as DH . In a similar way, the lowest 
value of all the smallest histogram counts is noted as  DL . Equation (2) is use for computing the constant K. 
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H L



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2.2. Retrieval of fuzzified images 

In this work, we have proposed a fuzzy set theoretic similarity measure inspired by Tversky’s concept of 
similarity feature. Tversky [20] suggested similarity for matching of features. Measures of similar and dissimilar 
features and their linear combinations were proposed as similarity. 

 Let the entities under investigation be represented by  , ,  ..... W p q r . Let the objects p, q, and r be characterised 
by the set of attributes denoted by P, Q, and R. Then similarity measure between the fuzzified database images 

 D i  and query image   Q i  can be obtained as equation (3).  
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Using algebra of fuzzy sets, intersection   can be replaced by any triangular norm (T-norm) operators for 
better results.  Here Einstein T-norm is used as intersection operator whose general form is given by equation (4). 
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In the case of the database and query fuzzy sets, it takes the form given in equations (5), (6) and (7). 
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For each database image, the similarity measure with the query image is given by equation (3) which is 
calculated using equations (5), (6) and (7) where the parameter values 0.5b   and 0.5c   as the relative importance 
to the distinctive features are the same. After calculating similarity for all the images in the database, a subset R  of 
image database D  is retrieved based on the similarity value which consists of the best matches to the query image. 
If R  has n  images, then    , ,  S A Q S B Q for any image A  in the subset R  and for any image B  in the set  D R . 

 Rose Bindu JosephP et al. / Procedia Computer Science 00 (2018) 000–000 

3. Affine invariant feature matching 

3.1. ASIFT feature extraction 

Affine Scale Invariant Feature Transform (ASIFT) convert image statistics into affine invariant coordinates based 
on local features. Transformation of rotation is introduced by exciting the optical axis rotation of camera in ASIFT 
for images. After that a tilt operation in the direction of x axis is performed for obtaining affine images in 
succession. The longitude and latitudeangle transformation is performed inside a certain range for achieving the both 
tilt and rotation transformations.After these, ASIFT detects key points, and establishes description from the affine 
image. 

In order to construct a scale space the algorithm use Gaussian kernel  , ,G i j σ with scale σ  given by (9) and 
convolute with the image   ,I i j as in (8) 

     , , , , * ,L i j G i j I i j                                                                                                                           (8) 

 
2 2

2 2
1, ,

2 2
i jG i j exp

 

 
   

 
                                                                                                                  (9) 

A difference of Gaussian (DoG) pyramid is obtained by finding its difference from an image whose scale is m 
times of original.DoG of each point is compared with its 26 neighbourhood points which are the 8 pixels adjacent to 
it at the same scale, 9 neighbourhood points each at the scales above and below it. If this particular point has a 
maximum or minimum value compared to these 26 neighbourhood values, then it is taken as stable key point of 
extrema which is scale invariant.  

For reducing the number of selected steady key points further, the points which are low in contrast and poorly 
localized are again removed. Key points with low contrast are eliminated by excluding the points whose Laplacian 
value is below a threshold value. In order to remove the low localized points, the algorithm uses 2x2 Hessian matrix 
at the location and scale of the key point. These points have a large principle curvature along the edge but, in the 
perpendicular direction the curvature is small. These large and small principal curvature values are proportional to 
the maximum and minimum Eigen values of the Hessian matrix. If the ratio between the maximum and minimum 
Eigen values is greater than a threshold which is usually 10, then the key point is rejected. After that an orientation is 
assigned to each key point and hence the key point descriptor can be characterized relative to this orientation and 
rotation invariance can be assured. 

An orientation histogram with 36 bins weighted by gradient magnitude and Gaussian window with σ  equal to 
1.5 times the scale of key point is formed. Dominant orientation is taken as the orientation of the key point. For any 
histogram peak within 80% of highest peak, a separate descriptor for each orientation with the same scale and 
location is created. This aids in invariance to rotation. Now for creating key point descriptor, a 16x16 
neighbourhood with key point as centre is chosen which is further divided into sub regions of size 4x4. An eight 
dimensional vector is generated in each sub regions by choosing eight directions. Thus a 128 dimensional feature 
description is obtained from the 16 sub regions which are the ASIFT feature point descriptors. 

3.2. Matching of ASIFT feature points 

Once the ASIFT feature points are extracted from the database image and the query image, feature matching is 
performed by evaluating the Euclidean distance between the ASIFT points of the two images. The distance between 
two points  1 2,, na a a a   and  1 2,, nb b b b   in a Euclidean n-space are given by (10). 

   2
1

,  
n

j j
j

d a b a b


                                              (10) 

Matching pairs are selected from all the possible pairs of detected features based on a threshold. A matching 
score is calculated on the basis of the ratio of the number of matching pairs and the number of all detected features 
from the database and query images as given in (11). 
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For each database image, the similarity measure with the query image is given by equation (3) which is 
calculated using equations (5), (6) and (7) where the parameter values 0.5b   and 0.5c   as the relative importance 
to the distinctive features are the same. After calculating similarity for all the images in the database, a subset R  of 
image database D  is retrieved based on the similarity value which consists of the best matches to the query image. 
If R  has n  images, then    , ,  S A Q S B Q for any image A  in the subset R  and for any image B  in the set  D R . 
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3. Affine invariant feature matching 

3.1. ASIFT feature extraction 

Affine Scale Invariant Feature Transform (ASIFT) convert image statistics into affine invariant coordinates based 
on local features. Transformation of rotation is introduced by exciting the optical axis rotation of camera in ASIFT 
for images. After that a tilt operation in the direction of x axis is performed for obtaining affine images in 
succession. The longitude and latitudeangle transformation is performed inside a certain range for achieving the both 
tilt and rotation transformations.After these, ASIFT detects key points, and establishes description from the affine 
image. 

In order to construct a scale space the algorithm use Gaussian kernel  , ,G i j σ with scale σ  given by (9) and 
convolute with the image   ,I i j as in (8) 

     , , , , * ,L i j G i j I i j                                                                                                                           (8) 
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2 2
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   

 
                                                                                                                  (9) 

A difference of Gaussian (DoG) pyramid is obtained by finding its difference from an image whose scale is m 
times of original.DoG of each point is compared with its 26 neighbourhood points which are the 8 pixels adjacent to 
it at the same scale, 9 neighbourhood points each at the scales above and below it. If this particular point has a 
maximum or minimum value compared to these 26 neighbourhood values, then it is taken as stable key point of 
extrema which is scale invariant.  

For reducing the number of selected steady key points further, the points which are low in contrast and poorly 
localized are again removed. Key points with low contrast are eliminated by excluding the points whose Laplacian 
value is below a threshold value. In order to remove the low localized points, the algorithm uses 2x2 Hessian matrix 
at the location and scale of the key point. These points have a large principle curvature along the edge but, in the 
perpendicular direction the curvature is small. These large and small principal curvature values are proportional to 
the maximum and minimum Eigen values of the Hessian matrix. If the ratio between the maximum and minimum 
Eigen values is greater than a threshold which is usually 10, then the key point is rejected. After that an orientation is 
assigned to each key point and hence the key point descriptor can be characterized relative to this orientation and 
rotation invariance can be assured. 

An orientation histogram with 36 bins weighted by gradient magnitude and Gaussian window with σ  equal to 
1.5 times the scale of key point is formed. Dominant orientation is taken as the orientation of the key point. For any 
histogram peak within 80% of highest peak, a separate descriptor for each orientation with the same scale and 
location is created. This aids in invariance to rotation. Now for creating key point descriptor, a 16x16 
neighbourhood with key point as centre is chosen which is further divided into sub regions of size 4x4. An eight 
dimensional vector is generated in each sub regions by choosing eight directions. Thus a 128 dimensional feature 
description is obtained from the 16 sub regions which are the ASIFT feature point descriptors. 

3.2. Matching of ASIFT feature points 

Once the ASIFT feature points are extracted from the database image and the query image, feature matching is 
performed by evaluating the Euclidean distance between the ASIFT points of the two images. The distance between 
two points  1 2,, na a a a   and  1 2,, nb b b b   in a Euclidean n-space are given by (10). 
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1

,  
n

j j
j
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

                                              (10) 

Matching pairs are selected from all the possible pairs of detected features based on a threshold. A matching 
score is calculated on the basis of the ratio of the number of matching pairs and the number of all detected features 
from the database and query images as given in (11). 
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Here DQN  is the number of matching pairs between the database and query image features. DN and QN  denote 
the number of feature points detected from the database image and query image respectively. Matching Score varies 
between 0 and 1, where a score closer to 0 indicates a better match.  

4. Experimental results 

For experiments and evaluation, open database of finger veins acquired by the biometric research centre of Hong 
Kong Polytechnic University [21] has been used in this work. Performance of the proposed algorithm is compared 
with existing feature matching techniques like SURF and SIFT matching using the database images.A PCwith 1.70 
GHz CPU and 4.0 GB memory is used for the work and experiments are conducted using theMATLAB 7:14:0 
platform.  

The database consists of 6264 images taken from 156 subjects.Image of vein pattern in the index and thumb 
fingers of left hands of subjects have been taken during enrolment of database images. For the present experiments, 
only 6 index finger image samples each from105 subjects have been used. If the 6 samples from one finger is 
assumed as one class then 105 classes of images were taken in total. The intra class pairs were considered as 
genuine pairs and inter class pairs of images were taken as imposter pairs. 

Equal error rate (EER), False acceptance rate (FAR), False rejection rate (FRR) and tracing the receiver operating 
characteristic (ROC) curve were used for evaluating and comparing the performance of the proposed system and 
existing algorithms. 

For one query image, a smaller set of images is retrieved from the entire database images which are most similar 
to the query image using the proposed fuzzy retrieval algorithm. ASIFT features are extracted only from these 
retrieved images in the proposed method instead of the entire database. Matching score has been used for accepting 
or rejecting each pair after defining a threshold. Number of accepted imposter pairs and the number of rejected 
genuine pairs are noted and FAR and FRR are calculated.FAR is ratio of the number of accepted imposter pairsto 
the total number of imposter pairs whereas FRR gives the ratio of the number of rejected genuine pairs to the total 
number of genuine pairs. FAR values are plotted on the X axis and FRR on the Y axis on the ROC curve for varying 
thresholds. On the ROC curve, the common error at which FAR and FRR were equal is noted as EER. FRR at zero 
FAR and FAR at zero FRR are also recorded. 

Fig. 1 shows the ROC curve of the proposed ASIFT matching algorithm plotted without doing the fuzzy 
retrievalusing the entire database images and after reducing the database using image retrieval.Fig.1 portrays the 
recognition capacity of the proposed matching after the fuzzy retrievalin comparison with the matching without 
retrieval.After fuzzy retrieval, EER of matching has come down to 0.3291 and this indicates the efficient influence 
of retrieval stage.Both FAR and FRR of proposed method are seen to be lower at each threshold values. The 
different error rates of the proposed algorithm is explicitly given in Table 1 against the error rates of ASIFT feature 
matching without doing the retrieval section. 

Table 1. Performance evaluation in terms of error rates for ASIFT feature matching after the fuzzy retrieval in comparison 
with ASIFT feature matching without a retrieval stage 

 EER FAR with zero FRR FAR with zero FRR 
Matching without fuzzy retrieval 0.6504 0.2488 0.2717 

Matching after fuzzy retrieval 0.3291 0.1703 0.1791 
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Fig. 1. Performance of ASIFT feature matching without fuzzy retrieval and after fuzzy retrieval 

ROC curve of the proposed ASIFT matching algorithm is compared with that of SURF matching and SIFT 
matching in Fig.2. The EER of ASIFT matching is 0.3300 whereas SIFT shows 0.7160 and SURF gives 1.2460 
meaning that ASIFT has much better accurate recognition in all the methods. The error rates are tabulated in Table 2 
which gives clear indication about the efficiency of the proposed method.  Both FAR and FRR of proposed method 
are lower than that of other methods at each threshold values. Compared to SURF matching, SIFT matching shows 
better performance. 

Table 2. Comparison of error rates of existing matching algorithms with the proposed ASIFT feature matching with a fuzzy 
retrieval  

 EER FAR with zero FRR FAR with zero FRR 
SURF feature matching 1.2460 0.4683 0.4881 

SIFT feature matching 0.7160 0.2478 0.2967 

ASIFT feature matching 0.3300 0.1718 0.1825 

 
Fig. 2. Comparison of ASIFT feature matching with SIFT and SURF feature matching 



	 Rose Bindu JosephP  et al. / Procedia Computer Science 125 (2018) 172–178� 177
 Rose Bindu JosephP et al. / Procedia Computer Science 00 (2018) 000–000 5

   
,

,
DQ

D Q
D Q

N
S I I

Max N N
                                                                                                                          (11) 

Here DQN  is the number of matching pairs between the database and query image features. DN and QN  denote 
the number of feature points detected from the database image and query image respectively. Matching Score varies 
between 0 and 1, where a score closer to 0 indicates a better match.  

4. Experimental results 

For experiments and evaluation, open database of finger veins acquired by the biometric research centre of Hong 
Kong Polytechnic University [21] has been used in this work. Performance of the proposed algorithm is compared 
with existing feature matching techniques like SURF and SIFT matching using the database images.A PCwith 1.70 
GHz CPU and 4.0 GB memory is used for the work and experiments are conducted using theMATLAB 7:14:0 
platform.  

The database consists of 6264 images taken from 156 subjects.Image of vein pattern in the index and thumb 
fingers of left hands of subjects have been taken during enrolment of database images. For the present experiments, 
only 6 index finger image samples each from105 subjects have been used. If the 6 samples from one finger is 
assumed as one class then 105 classes of images were taken in total. The intra class pairs were considered as 
genuine pairs and inter class pairs of images were taken as imposter pairs. 

Equal error rate (EER), False acceptance rate (FAR), False rejection rate (FRR) and tracing the receiver operating 
characteristic (ROC) curve were used for evaluating and comparing the performance of the proposed system and 
existing algorithms. 

For one query image, a smaller set of images is retrieved from the entire database images which are most similar 
to the query image using the proposed fuzzy retrieval algorithm. ASIFT features are extracted only from these 
retrieved images in the proposed method instead of the entire database. Matching score has been used for accepting 
or rejecting each pair after defining a threshold. Number of accepted imposter pairs and the number of rejected 
genuine pairs are noted and FAR and FRR are calculated.FAR is ratio of the number of accepted imposter pairsto 
the total number of imposter pairs whereas FRR gives the ratio of the number of rejected genuine pairs to the total 
number of genuine pairs. FAR values are plotted on the X axis and FRR on the Y axis on the ROC curve for varying 
thresholds. On the ROC curve, the common error at which FAR and FRR were equal is noted as EER. FRR at zero 
FAR and FAR at zero FRR are also recorded. 

Fig. 1 shows the ROC curve of the proposed ASIFT matching algorithm plotted without doing the fuzzy 
retrievalusing the entire database images and after reducing the database using image retrieval.Fig.1 portrays the 
recognition capacity of the proposed matching after the fuzzy retrievalin comparison with the matching without 
retrieval.After fuzzy retrieval, EER of matching has come down to 0.3291 and this indicates the efficient influence 
of retrieval stage.Both FAR and FRR of proposed method are seen to be lower at each threshold values. The 
different error rates of the proposed algorithm is explicitly given in Table 1 against the error rates of ASIFT feature 
matching without doing the retrieval section. 

Table 1. Performance evaluation in terms of error rates for ASIFT feature matching after the fuzzy retrieval in comparison 
with ASIFT feature matching without a retrieval stage 

 EER FAR with zero FRR FAR with zero FRR 
Matching without fuzzy retrieval 0.6504 0.2488 0.2717 

Matching after fuzzy retrieval 0.3291 0.1703 0.1791 

 Rose Bindu JosephP et al. / Procedia Computer Science 00 (2018) 000–000 

 

Fig. 1. Performance of ASIFT feature matching without fuzzy retrieval and after fuzzy retrieval 

ROC curve of the proposed ASIFT matching algorithm is compared with that of SURF matching and SIFT 
matching in Fig.2. The EER of ASIFT matching is 0.3300 whereas SIFT shows 0.7160 and SURF gives 1.2460 
meaning that ASIFT has much better accurate recognition in all the methods. The error rates are tabulated in Table 2 
which gives clear indication about the efficiency of the proposed method.  Both FAR and FRR of proposed method 
are lower than that of other methods at each threshold values. Compared to SURF matching, SIFT matching shows 
better performance. 

Table 2. Comparison of error rates of existing matching algorithms with the proposed ASIFT feature matching with a fuzzy 
retrieval  

 EER FAR with zero FRR FAR with zero FRR 
SURF feature matching 1.2460 0.4683 0.4881 

SIFT feature matching 0.7160 0.2478 0.2967 

ASIFT feature matching 0.3300 0.1718 0.1825 

 
Fig. 2. Comparison of ASIFT feature matching with SIFT and SURF feature matching 



178	 Rose Bindu JosephP  et al. / Procedia Computer Science 125 (2018) 172–178
 Rose Bindu JosephP et al. / Procedia Computer Science 00 (2018) 000–000 7

5. Conclusion 

In this work, a smart computing algorithm using ASIFT feature matching for finger vein biometric system is 
proposed with a fuzzy based image retrieval.Feature matching demands heavy computational cost, especially when 
matching is performed against a large database of finger vein images. In order to reduce this computational cost, this 
paper proposes a retrieval stage prior to the matching procedure where the large database is reduced to a small set of 
top best similar images using a fuzzy measure. From the retrieved images affine transformation features are 
extracted for exact matching which can provide resistance to robust affine issues and thereby better matching 
results.Significanceof retrieval stage prior to matching is confirmed using the experimental results of feature 
matching before and after retrieval. The proposed algorithm is also compared with SIFT and SURF feature matching 
and it is verified that the proposed ASIFT feature matching shows better performance in terms of error rates. 
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