
Abstract 
Background/Objectives: As all documents related to medical domain do not come with author written summary, the 
objective is to introduce a summarizer that exploits medical domain-specific knowledge. Methods/Statistical Analysis: 
Sentence ranking technique has been used to produce high quality summary. The features such as sentence position, length, 
cue-words (domain-related terms) and acronyms are extracted to assign sentence score. Sentences are ranked and arranged 
in the decreasing order of their normalized score. The existing summarization approaches in the literature use few or more 
sentence features but we have opted for few best sentence features. Pre-existing summarizers are used for performance 
evaluation. Findings: The few best features to be considered in developing medical domain-specific summarizers are sentence 
position, sentence length, number of cue-words and number of acronyms. Summary produced by any summarizer can be 
highly informative if and only if it contains dissimilar sentences. Therefore, similarity between sentences is an important 
feature to be considered for creating highly informative summary. The proposed summarizer is compared with the pre-
existing summarizers. The evaluation is done by using traditional metrics such as precision and recall and ROUGE. Not all 
medical documents come with an author written abstract or summary. So, medical documents with author written abstracts 
are used to test the performance. Results reveals that the proposed summarizer performs better when compared with 
 existing summarizers and attained ROUGE scores also reveals the same with respect to quality of summary produced. Thus, 
proposed summarizer provide highly acceptable summary to user. Application/Improvements: Summarization is one of 
the information retrieval tasks. It helps to determine whether the retrieved document is relevant for in-depth study or not.
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1. Introduction
The amount of information available on the Web in 
the form of pages is increasing exponentially. Users use 
this information to be updated with day to day activity, 
to gain knowledge and for learning purpose. Since so 
much information is available about a topic, user finds 
it difficult to select the best option among the available 
options. This, in turn, is the time consuming process. 
Even after selecting the best option, the user might face 
the difficulty in understanding the novelty and validity of 
the information. The same case is involved with medical 
information.

The process of producing a compact and concentrated 
representation of the matter present in a document for 
human use is known as Document Summarization1.There 
are basically two types of summarization techniques based 
on the type of input provided to the process. First is single 
document summarization in which only one document is 
given as the input and the second one in which multiple 
related documents can be given as an input is called as 
multi document summarization. The other categorization 
is based on the nature of the text obtained after summari-
zation, namely, abstractive and extractive summary2,3. 

Document summarization can also be categorized 
based on the different kinds of user: The first one is 
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generic summary, which is meant for broad readership 
 community and the other one is user focused summary, 
which are made according to the requirements of a par-
ticular user or a group of users.

An informative summary is a summary that covers and 
provides all the important features in the document with 
some level of detailing. These summarization approaches 
helps to understand the insights of data in the document, 
incase if a document does not contain the author-written 
summary4,5. 

The summarizer proposed in this paper consists of 
following phases for generation of extractive informative 
single-document summary to exploit domain-specific 
knowledge. They are:

Pre-Processing.1. 
Sentence feature extraction.2. 
Sentence score computation and ranking.3. 
Final summary creation by using highly dissimilar 4. 
sentences.

Pre-Processing includes two major activities:

Sentence Segmentation.•	
Stop Word Removal.•	

The second phase in the process of summarization is sen-
tence feature extraction. The following features have been 
used:

Position of the sentence.•	
Length of the sentence.•	
Number of medical related terms in the sentence.•	
Number of medical related acronyms in the sentence.•	

The third phase is sentence score computation and 
ranking in which sentences are arranged in the decreas-
ing order of their sentence score. The last phase is final 
summary creation by using highly dissimilar sentences. 
The similarity between sentences is determined by using 
cosine similarity measure. Final summary consist of N 
number of highly dissimilar sentences.

The previous proposed models for document sum-
marization were based on few or all of the features 
related to any sentence like sentence position, relevancy 
of sentences with the title of the document, sentence 
position in the document, term frequencies, standard 
keywords or cue phrases related to the topic discussed in 
the  document and acronyms6. The final scores computed 

using these above mentioned features are sometime 
needed to generate a short and efficient summary con-
sisting of only summary worthy sentences using the 
extractive summary model. The summarization systems 
provides rank to the sentences of a document based on 
the similarity to its centroid, position of the sentence in 
the given document, extent of similarity to the first sen-
tence of the article which is considered to be the summary 
worthy sentence and finally the length of the sentence7. 
The final values obtained are then normalized between 
0 and 1 which are obtained from the linear combination 
of the sentence features. With the help of a variation in 
MMR (Maximal Marginal Relevance) algorithm, the 
redundancy in the document has been removed8. This 
uses a recursive approach to rank the sentences. After the 
top sentence in the summary has been selected, the other 
sentences are re-ranked and weights related to the terms 
are reduced in order to discourage information redun-
dancy in the summary by multiplying its probability with 
itself.

The summarization techniques that are used in other 
domains are used as it is for medical domain articles. In 
the medical domain, MiTAP (MITRE Text and Audio 
Processing) is one of the software that is used to summa-
rize the medical domain articles by extractive approach9. 
Cluster signature of the document is used to rank the 
extracted sentences. The Journal of the American Medical 
Association’s articles and abstracts as well as the full texts 
were used to carry out this project. Another system called 
TRESTLE (Text Retrieval Extraction and Summarization 
Technologies for Large Enterprises) is also used to gener-
ate single sentence summaries of the newsletters related 
to pharmaceutical field10. It produces summaries with 
the help of information extraction process to fill out the 
 templates. 

The system called HelpfulMed has been designed 
to help the high-level users and professionals to access 
the medical domain related information available on 
the Internet and also in the medical related databases11. 
Another query based medical information system 
employs an ontology approach to expand the query words 
and perform scores assignment to the sentences that is 
completely based on the number of keywords also known 
as the query words and expanded keywords. The latest 
system that is used in biomedical document summariza-
tion is Bio-Chain that uses an extractive approach and 
on top of that it employs domain knowledge to build the 
summary12. In comparison to above approaches, we have 
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developed a model for medical document summarization 
using extractive model of summarizing, sentence feature 
extraction and ranking method to generate a summary.

2. Proposed System Model
In this section, we present the approach of performing 
document summarization. The extractive informative 
single document summarization approach has been used 
in which the important step is to identify summary wor-
thy sentences from the source document and at the same 
time reducing the redundancy from the original text so 
that the final summary generated is relevant to the users. 
The proposed summarizer undergoes four phases namely, 
Pre-processing, Sentence feature extraction, Sentence 
score computation and ranking and Final summary cre-
ation by using highly dissimilar sentences. The approach 
incorporated in the proposed summarizer is presented in 
Figure 1.

2.1 Pre-Processing
In any natural language processing system, data pre-pro-
cessing is one of the most important step and it should 
be carried out before performing any major task in the 

process. The methods related to data gathering are often 
loosely handled and this leads to out-of-range values, 
impossible combinations of data and missing values13. 
Thus, representing the data in a valid form and the qual-
ity of data is the first and foremost thing to be done before 
doing any analysis on it. There are two main activities in 
this step. They are:

2.1.1 Sentence Segmentation
Sentence segmentation is the process of dividing the doc-
ument into parts based on the delimiter or the boundary 
detection. The delimiter can be a full stop. For example, 
consider the document given below: 

The heart muscle requires a constant supply of oxygen-
rich blood to nourish it. The coronary arteries provide the 
heart with this critical blood supply. If you have coronary 
artery disease, those arteries become narrow and blood 
cannot flow as well as they should? 

The above document can be segmented as:

The heart muscle requires a constant supply of oxygen-1. 
rich blood to nourish it.
The coronary 2. arteries provide the heart with this criti-
cal blood supply.
If you have 3. coronary artery disease, those arteries 
become narrow and blood cannot flow as well as they 
should? 

2.1.2 Removal of Stop Words
Stop words are the most general words that are used 
 frequently in a sentence and they provide very less mean-
ing to the content of the document. Stop words are 
maintained in a file for checking like ‘a’, ‘an’, ‘the’, ‘above’, 
etc. For example, consider the following sentence:

The heart muscle requires a constant supply of oxy-
gen-rich blood to nourish it.

The stop words present in the above sentence are: the, 
a, of, to, it. After removing these words, we get the follow-
ing sentence:

Heart muscle requires constant supply oxygen-rich 
blood nourish.

2.2 Sentence Feature Extraction
In this step, all the preprocessed sentences are made to go 
through test that checks the features related to it. We have 
laid emphasis on four important features because accord-
ing to the medical domain context, these features are 

 Input medical document 

Preprocessing 

Sentence feature extraction 

Sentence score computation 
and ranking 

Final summary creation 

Figure 1.  Proposed summarization approach.
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enough to categorize a sentence into “summary worthy” 
or “not summary worthy” sentence. These four features 
are described below:

2.2.1 Sentence Position
The sentence location in the document gives the rank to 
all the sentences according to the equation 1.

 P
a

a = 1  (1)

Where, ‘a’ indicates the position of the sentence in the 
document14. The first sentence is given the highest rank 
because when a = 1, Pa = 1 and as the number of the 
sentence increases, the positional value decreases. This 
feature is applied to preprocessed sentences.

The sentence position in the example document is as 
follows:

[a=1]  heart muscle constant supply oxygen-rich blood 
nourish. 

[a=2] coronary arteries heart critical blood.
[a=3] coronary artery disease, arteries blood flow. 

2.2.2  Sentence Length
The sentences that are not summary worthy like  journalist 
names, scientist names, venues, timelines or datelines, 
historical events, etc., are usually short sentences and 
thus are not beneficial for the summary. The length of the 
sentence is calculated by counting the number of words 
in the sentence. This feature is evaluated for the original 
sentence i.e. before application of stop word removal. For 
example, the sentences with their respective word count 
are shown below:

1. The heart muscle requires a constant supply of oxygen-
rich blood to nourish it. [Count = 13]

2. The coronary arteries provide the heart with this 
 critical blood supply.[Count = 11]

2.2.3 Number of Medical Related Terms
While performing domain related document summa-
rization, the important task is to discover cue phrases 
and medical related terms because these words are sum-
mary worthy. For example, the medical related terms 
“World Health Organization”, “Stem cell therapy” is 
summary worthy terms15. Hence, a sentence which con-
tains  highest number of domain specific terms should 
get higher score than a sentence which contains less 

number of such terms. In order to identify all such 
terms, we have  maintained a dictionary of words called 
as domain specific vocabulary which is built up by using 
MeSH (Medical Subject Headings) which is NLM’s (U.S. 
National Library of Medicine) controlled vocabulary 
thesaurus. So, if a sentence contains m domain related 
terms, it should get a score of m. This feature is applied to 
preprocessed document. For example, the sentences with 
their respective word count of domain specific terms are 
shown below:

Heart muscle constant oxygen-rich 1. blood nourish 
[Count =6]
Coronary 2. arteries heart critical blood [Count = 5]

2.2.4 Number of Medical Related Acronyms
The scoring of sentences is also based on the number of 
acronyms it contains. In medical domain, acronyms are 
widely used because of long and complicated words pres-
ent in it and it helps to memorize them better. Hence, 
acronyms are one of the features to be considered. All the 
acronyms are stored in a file and then each of the word is 
compared with it. If a sentence contains n acronyms, then 
it will get a score of n. For example, consider the sentence 
given below:

Nowadays, IMRT based operations are widely used 
for CT scan in detection and curing of the cancer tissues 
in the brain.[Count=2] 

2.3  Sentence Score Computation and 
Ranking

The summation of all feature values of a sentence gives 
its sentence score. Data normalization is the process of 
reducing data to its canonical form.

The method that we have used here to achieve the 
task is min-max normalization method. The normalized 
scores are calculated using equation 2.

y’
min

max min
( _ max _ min ) _ min

B

B B
=

−
−

− +
y

new new newB B B  (2)

Where, minB and maxB be the minimum and maximum 
sentence scores of document B. [new_minB,new_maxB] 
be the new range, y is the original sentence score and y’ is 
the normalized sentence score. 

For example, consider the sentence given below:
The heart muscle requires a constant supply of oxy-

gen-rich blood to nourish it.
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The score generated by the algorithm for the above 
sentence is 20. The scores range is 10.8 to 85.5 which is to 
be normalized to range of [0.0, 1.0]. Then 20 is mapped as 
follows by using equation 2.

((20 – 10.8) / (85.5 – 10.8)) * (1.0 – 0.0) + 0.0 = 0.123

Like this, normalized sentence score is computed for 
each sentence in the document. According to normalized 
sentence score all sentences are arranged in the  decreasing 
order.

2.4 Final Summary Creation
2.4.1 Sentence Similarity Computation
Finding out the similarity between sentences is consid-
ered to be one of the most important tasks which have 
a wide range in many text based applications. The main 
objective of this system is to generate a summary out of 
n sentences related to medical domain by finding a sub-
set of sentences that are summary worthy and contain 
the most important information of the document. Thus, 
removing highly similar sentences from final summary is 
important in order to create more informative summary. 
The similarity between two sentences has been calculated 
using cosine similarity formula which uses the angle of 
vectors of the two sentences16. Let Sa and Sb be the two 
sentences, then the calculations are performed using 
equation 3.

 sim
w w

w w

ac bc
c

m

ac
k

m

bc
k

m
cos a b(S ,S )

.

= =

= =

∑

∑ ∑
1

2

1

2

1

 (3)

Where, m is the total number of terms, wac refers to the 
weight of the term c in the sentence Sa and wbc is the 
weight of the term c in the sentence Sb.

Weight of term c in any sentence s can be computed 
by using equation 4.

 Wsc = TFsc 
* IDFc (4)

Where, TFsc is the number of occurrences of the term c 
in the sentence s and IDFc is the inverse document fre-
quency of term c. IDF value of a term is computed using 
equation 5.

 IDFc = log (N/sf) (5)

Where, N is the number of sentences in the document 
and sf is the number of sentences that contain the term c. 

For example, consider the following two sentences:

IMRT based operations are widely used for CT scan 1. 
in detection and curing of the cancer tissues in the 
brain.
To detect and cure the cancer tissues in the brain, CT 2. 
scan based on IMRT operations are used nowadays.

The above two sentences means the same but they are 
structured differently, this type of similar sentences can 
be avoided in final summary by using the cosine  similarity 
method.

2.4.2 Summary Generation
The final summary can have N sentences. The value of 
N depends on the compression ration set by the user. As 
the length of the summary is restricted, there is a need 
to include highly dissimilar sentences in order to create 
more informative summary. We have computed similar-
ity between sentences by using the procedure discussed in 
sub-section 2.4.1. 

The dis-similarity between sentence x and y is 
 computed by using equation 6.

 Dis_Sim (x, y) = 1 – Sim (x, y) (6)

If dis-similarity value exceeds the configurable thresh-
old, then sentences are determined as highly dis-similar 
 sentences.

The steps for final summary creation are given below27:

Input: Ordered ranked sentences.
Output: Final summary with N number of sentences.

Step 1:  Include top ranked sentence in the final sum-
mary.

Step 2:  Choose next sentence from the ordered list and 
compute dis-similarity between chosen sentence 
and sentences that are already there in the final 
summary. 

Step 3:  If dis-similarity value exceeds the configurable 
threshold, add the chosen sentence in the final 
summary.

Step 4:  Continue step 2 and 3 until N number of sentences 
are included in the final summary.

Likewise, final summary is created in the proposed system. 
In order to increase the readability of the final summary, 
sentences are arranged in the order in which they appear 
in the original document.
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3. Results and Discussion
For our summarization system evaluation, 100  medical 
articles taken from medical information sources like 
Medical News Today17, MedlinePlus18 and PubMed19 has 
been used.

For every system generated summary, reference sum-
mary is required for its evaluation because the summary 
generated might not be the interested one. The interest-
ingness of the summary varies from human to human. So, 
the human generated summary should be considered as 
one of the reference summary, since it helps them to com-
pare the generated summary to their interestingness. The 
following pre-existing summarizers are used for compari-
son purpose and human generated summary is used as 
reference summary:

MEAD•	 20

Automatic Text Summarizer(Online Tool)•	 21

SMMRY(Online Tool)•	 22

Tools4Noobs(Online Tool)•	 23

MS WORD-2007•	

3.1 Traditional Evaluation Metrics 
The traditional evaluation metrics used for experimental 
evaluation is precision and recall.

3.1.1 Precision
Precision is defined as the ratio of total number of system 
extracted sentences matched with reference summary to 
the total number of sentences extracted by the system.

3.1.2 Recall
Recall is defined as the ratio of total number of system 
extracted sentences matched with reference summary to 
the total number of sentences in the reference summary. 

3.1.3 Experimental Results
Table 1 and Table 2 shows the average precision and 
recall values obtained for summary compression ratio set 
to 15% and 25% respectively with the human generated 
extractive summary as reference summary.

3.2 ROUGE Evaluation
System generated summaries are also evaluated by 
using ROUGE (Recall-Oriented Understudy for Gisting 
Evaluation)24. In 2005, the Information Science Institute at 

the University of Southern California developed ROUGE 
software. This tool helps to make comparison between 
system generated summary and reference summary. The 
older versions of this software were based on n-gram (here 
n-gram is a sequence of n consecutive words in a summary 
sentence) overlap between the reference summaries and 
automated system-produced summaries which in turn, 
returns separate scores for 1, 2, 3 and 4-gram  matching25.

The newer version of this software uses a recall-based 
measure to evaluate summaries, which requires the both 
summaries to be of equal length (length should be speci-
fied in terms of words or bytes) i.e. system-produced and 
reference summaries should be of equal length. 

Equation 7 is used to compute Rouge-N score:

 ROUGE N

Count gram

C

match n

gram S

n

s n− = ∈∈
∑∑ ( )

(ReferenceSummaries)

oount gramn

gram Ss n

( )
(ReferenceSummaries) ∈∈

∑∑
 (7)

Where, ROUGE-N is an n-gram recall between a system 
generated summary and a set of reference summaries, n 
stands for the length of the n-gram, gramn and Countmatch 

(gramn) is the maximum number of n-grams co- occurring 
in a system generated summary and a set of reference 
summaries.

Table 1.  Results for the compression ratio set to 15% 

Summarizer Average  
precision

Average 
recall

Proposed System 0.74 0.46
MEAD 0.63 0.35
Automatic Text Summarizer 0.62 0.41
SMMRY 0.60 0.44
Tools4Noobs 0.61 0.40
MS WORD-2007 0.52 0.30

Table 2. Results for the compression ratio set to 25%

Summarizer Average  
precision

Average  
recall

Proposed System 0.72 0.52
MEAD 0.58 0.43
Automatic Text Summarizer 0.59 0.45
SMMRY 0.57 0.48
Tools4Noobs 0.58 0.42
MS WORD-2007 0.53 0.33
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The usage of the previous versions of this software 
leads to production of the recall score only, this score did 
not come to as useful condition, to categorize summary 
as good or bad because any text which leads to high score 
generation need not to be the best for summary26.

In present working version of ROUGE 1.5.5, a new 
precision factor is added to already existing recall factor. 
Inclusion of this factor helps in better judgment of the 
summary’s acceptance level. 

In a summary, the percentage of n-grams in the refer-
ence summaries that also occur in the system-generated 
summary is recall. The percentage of n-grams in the sys-
tem generated summary that too occurred in the reference 
summary is precision. The average recall and precision 
for a system are the averages over all the summaries in 
the test set when system-generated summary is compared 
with all the available multiple reference summaries.

For automatic summary evaluation, ROUGE-1, 
ROUGE-2 and ROUGE-3 metrics have been widely used 
in the NLP (Natural Language Processing) community27.

From the proposed summarizer, two tasks are per-
formed for summary evaluation. One is 100 words 
summary generation and second is 150 words sum-
mary generation. While comparing, similar length of 
system generated summary and reference summary is 
 considered.

3.2.1 Experimental Results
Table 3 and Table 4 shows the average ROUGE scores for 
the 100 words summary and 150 words summary with 
the human generated summary as reference summary.

In both the tasks, the ROUGE scores of our proposed 
summary is greater than that of other pre-existing sum-
marizers. This shows the higher acceptance level of our 
system-generated summary. 

4. Conclusion
The document summarization in medical domain on 
basis of sentence feature extraction has been discussed 
in this paper. The other summarizers in the literature 
used few or more sentence features for summary gen-
eration. We have opted for few best sentence features. 
Extractive informative single document summarization 
of medical document is produced by including highly dis-
similar sentences. Thus, proposed summarizer provide 
high acceptance summary to user. By ROUGE scores, we 
can say that the proposed approach performs better than 
the pre-existing summarizers using human generated 
summaries as reference summaries.
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