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ABSTRACT

As seed selection is a challenging task due to the presence of hundreds of varieties of seeds of each 
kind, some homework is necessary for selecting suitable seeds as new varieties and kinds of seeds 
are introduced in the market every year having their own strengths and weaknesses. The complexities 
involved in the characteristics in the form of parameters results in uncertainties and as a result some 
uncertainty based model or hybrid models of more than is required to model the scenario and come 
out with a decision. Soft sets have enough of parameterization tools to support and hence is the most 
suitable one for such a study. However, as hybrid models are more efficient, the authors select a model 
called the interval valued fuzzy soft set (IVFSS) and propose a decision-making algorithm for the 
selection of seeds. A real database of seeds is used for experimental verification of the efficiency of 
the algorithm. This is the first attempt for such a study. The use of signed priorities and intervals for 
the membership of values for entities makes the study more efficient and realistic.
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INTRODUCTION

It is the opinion of many farmers that seed is where all begins and finishes: it is the beginning and 
the end. According to their own perceptions of seed selection, their aim is in selecting seed, and 
the effects of their practices on the genetic structure of their varieties. Some observers convey the 
impression that farmers who do not select seed before planting are “bad” or disinterested (Perrier 
1982; Hernandez 1985; Sand Meier et al., 1986). The traditional methods adopted for seed selection 
have been continuously changing. However, scientific study for selection of seed is very important. 
These studies will support the farmers in their selection process by the way improving the production. 
A combination of experimental and survey data is used to relate farmers’ selection to variety 
characteristics; examine the effect of selection in the presence of genetic instability and record farmers’ 
perceptions of their own practices. Findings are likely to be relevant for, although not necessarily 
representative of, other systems (Louette et al., 1998).

Seed selection can be very challenging. There are several hundreds of varieties of seeds of each 
kind. Many new varieties and kinds are introduced in the market every year having their own strengths 
and weaknesses. So, it always requires a little homework before choosing seed varieties. Choosing 
the wrong one may be able to reduce the production by the way causing a lot of loss to the farmers. 
Yield is what drives profitability and hence high yielding varieties are always in a farmer’s mind. 
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But the characteristics of the seeds also vary according to the soil type, whether the land is irrigated 
one or a dryland and the overall weather condition etc.

Farmers also replace, renew, or modify the seed stocks for their varieties by introducing seed 
obtained from other farmers within and outside the community. Although farmers rarely pool seed 
lots of different varieties, they commonly mix seed lots considered to be of the same variety to obtain 
needed seed quantities. Recognition of this practice led to the definition of a “seed lot” as the physical 
unit of seeds of a given variety used to produce the next season’s crop. Farmers appear to identify a 
seed lot as being of a variety if it resembles it phenotypically, meaning that a variety is then a set of 
farmers’ seed lots bearing the same name. Results of analysis of phenotypic diversity, both among 
the seed lots of a variety, and among varieties with seed lots bearing different names, support the 
hypothesis that a variety corresponds closely to that of a phenotype. The domain of agriculture has 
various branches like soil and seed management, water and irrigation etc. The problems involved in 
these areas are complex because of many factors such as climate conditions, location etc. So, as the 
complexity increases the uncertainties involved in these areas also increase.

Now a day farmers face lot of agricultural problems such as drought, natural disaster etc. There 
are few techniques to overcome these agricultural crises. Some of these are mentioned in (Devereux, 
2002; Dercon, 2002). Farmers are the major users of seed in most countries (Tripp, 2001). For the 
selection of seeds, farmer has to analyze the environmental and other factors which influence the 
seeds. For example, climate is one of the important factors which affect the seeds. Colombo et al 
(Colombo, 2008) discussed how climate variations will affect the growth of tree seeds in Canadian 
areas. He also mentioned about the uncertainty in climate. Sometimes, the farmers or researchers who 
are working in this area cannot be able to realize the exact climate due to the uncertainties involved. 
Few factors which affect the climate are mentioned in (Colombo et al., 2007). So, the importance of 
uncertainty models arises.

The complexities of the characteristics of the seeds and the other conditions associated make 
it difficult for selection of seeds not only for the farmers but also for the experts. There are several 
uncertainties involved in the characteristics of the seeds. These characteristics are many a time cannot 
be measured in a crisp manner and requires uncertainty based measurements like the grading and 
even sometimes the values lie in intervals instead of being atomic.

There are several uncertainty-based models in the literature like the fuzzy sets (Zadeh, 1965), 
interval valued fuzzy Sets (Zadeh, 1975), rough sets (Pawlak, 1982) and soft sets (Molodtsov, 1999). 
Also, we have several hybrid models obtained by combining two or more of these models.

Some of the applications of fuzzy logic in agricultural fields are discussed in (Rosaline et al., 
2009) are how fuzzy logic can be used in pest management, how it can be used to analyze the soil, 
how it can be used to develop an expert system for various crops. Some applications of the rough set 
model are discussed in (Zhu, 2009).

The problem with models like fuzzy sets is lack of parametrization. However, we have to deal with 
parameters efficiently in selecting seed. So, soft set seems to be an ideal model for this application. 
Also, hybrid models (Sooraj et al., 2017a, 2017b; Tripathy et al., 2016a, 2016b, 2016c, 2016d, 
2016e, 2017; Mohanty et al., 2017) have been found to be more efficient than the individual ones. 
Since, interval valued fuzzy sets are more general models than fuzzy sets, we have chosen the hybrid 
model of interval valued fuzzy soft set as the model to capture the characteristics of this application 
of seed selection. Also, we have provisions for the farmer to specify his priority level for different 
characteristics, which obviously effect the selection of seeds according to his liking and suitability. 
We follow the concept of positive and negative parameters. Our approach has been detailed through 
a real-life data set and the results obtained are encouraging. The detail of the segments of this paper 
is as follows.
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PRELIMINARIES

In this section, we present the definitions, notations and concepts required to be addressed in the paper.
Let U be a universe of discourse.

Definition 1: A fuzzy subset (FS) X of U is represented by its membership function denoted by µX  
and given as

µX U: [ , ]→ 0 1 	 (1)

whereµ αX u( ) [ , ]= ∈ 0 1  for u U∈ .
Let Int ([0, 1]) the set of all closed sub intervals of the interval [0, 1].

Definition 2: An interval valued fuzzy subset X of U is represented by is a mapping µX  such that

µ
X
U: → Int ([0,1]) 	 (2)

where ∀ ∈ = ⊆− +u U u u u
X X X

, ( ) [ ( ), ( )] [ , ]µ µ µ 0 1 . Here, µ
X
−  and µ

X
+ represent the lower and upper 

membership functions of X.
An interval valued fuzzy set reduces to a fuzzy set when the lower and upper membership 

functions are identical.
By P(U) and F(U) we denote the power set of U and the fuzzy power set of U respectively.

Definition 3: A pair (F, E) is called as a soft set (SS) over the universal set U, where

F E P U: ( )→ 	 (3)

such that ∀ ∈e E , F(e) is a subset of U.
In (Tripathy et al., 2015a) characteristic function approach to this definition was provided, which 

is more concise, rigour and easy to use as follows:

Definition 4: A SS is a pair (F, E), which is defined through a family of characteristic functions
χ( , ) :F E
a a E∈{ } given by

χ( , ) : { , }F E
a U → 0 1 , where F is as defined above and	

χ
( , )

( )
, ( );

, .F E
a x

if x F a

Otherwise
=

∈






1

0
	 (4)

Definition 5: We denote a fuzzy soft set (FSS) over U by (F, E) where
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F E F U: ( )→ 	 (5)

such that ∀ ∈e E , F(e) is a fuzzy subset of U.

Definition 6: A FSS is a pair (F, E), which is defined through a family of membership functions 
{ : }

( , )
µ
F E
a a E∈  given by

µ( , ) : [ , ]F E
a U → 0 1 	 (6)

Where µ α( , )( ) [ , ]F E
a x = ∈ 0 1 , where µ αF e x( )( )= .

An Example: Suppose U is a set of seeds under consideration and E is a set of parameters. In general, 
each parameter is a word or a sentence.

In this example we take E= {quality of seeds, shell life, cost of purchasing the seeds, soil 
characteristics, environmental factors}.

Here, a soft set (F, E) describes the “selection of quality seeds”, which a farmer is going to select. 
Suppose, there are six types of seeds in the universe U given by U= { , , , , , }s s s s s s1 2 3 4 5 6  and E= 
{ , , , , }e e e e e1 2 3 4 5 . Here, the parameters are more specifically defined as e

1
= quality of seeds, e

2

= shell life, e
3
= cost of purchasing the seeds,e

4
= soil characteristics,e

5
= environmental factors. 

Suppose that F(e
1

)= { , }s s2 4 , F(e
2

)={ , }s s1 3 , F(e
3
)={ , , }s s s3 4 5 , F(e

4
)={ , , }s s s1 3 5 and F(

e
5
)= s1{ } .

Thus we can view the soft set as the collection of approximations as (F,E)={quality of seeds=
{ , }s s2 4 , shell life={ , }s s1 3 , cost of purchasing the seeds={ , , }s s s3 4 5 , soil characteristics=

{ , , }s s s1 3 5 , environmental factors= s1{ } .
Let IVF(U) denote the set of all interval valued fuzzy sets defined over U.

Definition 7: A pair (F, E) is called as an interval valued fuzzy soft set (IVFSS) over the universal 
set U, where

F E IVF U: ( )→ 	 (7)

such that∀ ∈e E , F(e) is an interval valued fuzzy subset of U.

Definition 8: An IVFSS is a pair (F, E), which is defined through a family of membership functions 

µ( , ) :F E
a a E∈{ }  such that for every x U∈

µ µ µ( , ) ( , ) ( , )( ) ( ), ( )F E F E F E
a a ax x x= 




− + 	 (8)
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Here, µ µ( , ) ( , )F E F E
a a− + and  are called the lower and upper membership functions associated with 

µ( , )F E
a .

Definition 9: Given two interval valued fuzzy soft sets (F, E) and (G, E) over a common soft universe 
(U, E), (F, E) is said to be interval valued fuzzy soft subset of (G, E), F E G E, ,( ) ⊆ ( )  and 
∀ ∈a E , ∀ ∈x U .

µ µ µ µ( , ) ( , ) ( , ) ( , )( ) ( ) ( ) ( )F E G E F E G E
a a a ax x and x x− − + +≤ ≤ 	 (9)

Definition 10: For any two interval valued fuzzy soft sets (F, E) and (G, E), we say that (F, E) is 
equal to (G, E) written as (F, E) = (G, E) and ∀ ∈x U ,

µ µ µ µ( , ) ( , ) ( , ) ( , )( ) ( ) ( ) ( )F E G E F E G E
a a a ax x and x x− − + += = 	 (10)

MODEL SELECTION AND THE PROPOSED ALGORITHM

The concept of soft sets was introduced in (Molodtsov, 1999), which is a parameterized family of 
subsets. A characteristic function based definition was provided in (Tripathy et al., 2015a). The fuzzy 
soft set (FSS) model was introduced in (Maji et al., 2001) and the corresponding membership function 
approach is due to (Sooraj et al., 2016). An extension of FSS to the context of interval valued fuzzy 
soft sets (IVFSS) is due to Yang (Yang et al, 2009). The corresponding approach by using membership 
function approach is in (Tripathy et al., 2017).

Some applications of soft sets were discussed (Molodtsov, 1999). It includes stability and 
regularization, Game theory and operational research and soft analysis. In (Maji et al., 2002) an 
application to Decision making is proposed. Decision making is the process of taking decisions to 
find the best choice from the available choices. Decision making is classified into two categories. 
That is, Individual decision making and Group decision making. If the decision is taken by an 
individual decision maker (expert), then this process is called single decision-making process. Here, 
the expert has the full right to take the decisions. But in the case of real life problems, an expert is 
not sufficient enough take proper decisions. So, more than one decision maker is necessary in many 
cases. The process of taking decisions with the help of more than one decision maker is called group 
decision making. Many decision-making applications are discussed by Cagman et al. (Cagman and 
Serdar, 2010). They introduced uni-int decision making methods, to find the suitable choice. Many 
researchers introduced hybrid models of soft sets and fuzzy sets into decision making problems and 
game theory (Deng Feng Li, 2014, 2016; Deng Feng Li et al, 2010a, b; Wei et al, 2015).

In the case of FSSs, the grade of membership plays an important role. For example, we can say 
the seed is 80% tolerant to drought. So, it can be mentioned under the parameter ‘drought tolerant’ 
with the value 0.8. In some cases, when we are analyzing a collection of seeds we cannot effectively 
judge the exact membership degree. When we check, some seeds are 60% drought tolerant, some 
others are 70% and few are 90% drought tolerant. In this case the need of IVFSSs is aroused. So, we 
can mention the seeds drought tolerant lies in the interval of 60%-90%. Then, it can be mentioned 
under the parameter ‘drought tolerant’ with the value [0.6, 0.9]. Taking a good decision about the 
selection of seeds and the farm is becoming more complicated because of the uncertainties involved 
in various factors such as climate, the quality of seeds etc. Here, the uncertainty models play a crucial 
role to select the best possible alternative from the available choices.



International Journal of Fuzzy System Applications
Volume 7 • Issue 2 • April-June 2018

49

An application of IVFSS is discussed by Tripathy et al (Tripathy et al, 2017). In this paper, we 
apply the model to the field of agriculture and here we take a real dataset for analysis instead of 
any synthetic dataset. As expressed earlier, we use the notions of negative parameters, priority of 
parameters in this paper. Several decision-making algorithms have been presented earlier by using 
these concepts in (Tripathy et al., 2016a, 2016b, 2016c, 2016d; Sooraj et al., 2016).

If a person wants to purchase a car, then he has to consider some of the parameters related to the 
car. Some of the parameters one has to consider are beautiful, color, price, mileage etc. As we know, 
as the price of car increases then the interest to purchase that car will reduce. i.e., the parameters 
which affect the decision adversely are called as negative parameters. Some of the situations where 
the positive or negative parameters can be used are as follows:

•	 If the value of the parameter is directly proportional to the interest of the customer then we say 
that is a positive parameter.

•	 If the value of the parameter is inversely proportional to the interest of the customer then we 
say that is a negative parameter. For example, ‘Beautiful’ is a positive parameter. If the value of 
parameter ‘Beautiful’ increases then the customer’s interest will also increase. Lower price is 
always preferred and hence ‘Price’ is a negative parameter.

Algorithm

1. 	 Input the priority data table. Get the priority of the parameters from the user which lie in [-1,1]. 
The default priority value for a parameter is 0 (Zero) that means the parameter has no impact on 
decision making and can be opted out from further computation.

2. 	 Input the IVFSS, in the form of a two-dimensional array, where entities are intervals with end 
values lying in the unit interval [0,1].

3. 	 Extract the pessimistic, optimistic and neutral values from the interval valued fuzzy sets. 
Pessimistic value is the lower value in the interval, optimistic value is the higher value in the 
interval and neutral value lies in between the interval. We can use different formulas to find the 
neutral value.

4. 	 Do the following steps for the computation of pessimistic, optimistic and neutral values of IVFSSs.
a. 	 Multiply the priority values with the corresponding parameter values to get the priority 

table.
b. 	 Compute the row sum of each row in the priority table (PT).
c. 	 Construct the comparison table(CT) by finding the entries as differences of each row sum 

with those of all other rows.
5. 	 Construct the decision table based on the normalized score equation

Normalized Score =
−

−
= ∈

=

∑2

1
1

* (| | * | | * | | )

| | * | | * | | *(| | )
,

| |

c k j RC

k j c c

ix
i x K

i j

	 (11)

where |c| is the number of candidates, k= {optimistic, pessimistic, neutral}.So, k=3 and |j| is the 
number of judges.Rc

ix
 is the rank given by the ith judge with respect to approach x.

6. 	 The object having highest value in the final decision column or ranking column is to be selected. 
If more than one object are having the same rank, then the object having higher value under the 
highest absolute priority column is selected and it can be further continued.
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Computational Complexity of the Algorithm
Computational complexity of the proposed algorithm as follows.

For a set of seeds S, let the number of candidates, given by |S|=n
For a set of parameters E, let the number of parameters be |E|=m

In the case of single decision-making problems, the number of judges be |J|=1.
Now we calculate the time complexity of the algorithm as follows:

Step 1: In this step, we take input for the priority table. This operation costs O m( ) . Then the priorities 
are ranked based on their absolute values. This would involve sorting, which would cost 
O m m( log ) .

Step 2: In this step, we input the IVFSS table. We take data of n seeds each having m parameters. 
Because each member of an interval consists of two membership values, the time complexity in 
this step is O mn( )2 .

Step 3: The optimistic, pessimistic and neutral value tables can be constructed in a single scan of the 
IVFSS table. The time complexity of this operation is O mn( ) .

Step 4a: The time complexity to obtain the priority table is O mn( ) .
Step 4b: To compute the row sum in priority tables the time complexity is O n( ) .
Step 4c: The comparison table for different candidates is constructed by comparing the row sums 

for each candidate with those of all other candidates. This process has the complexity O n( )2 . 

To be precise it is n
2

2
 as the (j,i)th element of the matrix is negative of the (i, j)th element.

Step 5: The decision table is constructed based on the normalized score equation. The score 
computation takes the time complexity of O n( ) . Ranking the seeds based on their scores has 
the time complexity O n n( log )

The construction of the rank matrix is carried out by taking the ranks from all the decision tables 
for each candidate. The time complexity for this task is O mn( ) .The normalized score can be calculated 
in O n( ) . The final ranks of these can be found by sorting the scores. This would cost O n n( log ) .

We note that since Step 4 can be carried out in parallel, the time complexity for the entire step 
4 is dominated by that of Step 4.c., which is O n( )2 .

Hence, the time complexity of the entire algorithm which is the sum of the complexities of all 
the four steps comes out to be O m m n mn n n( log log )+ + +2  which reduces to O n( )2 .

Illustration of Functionality of the Algorithm
Here, we explain the algorithm with the help of a small example for better understanding and then 
we apply it in a large data set. Consider the case of a farmer who needs to find the seeds which are 
suitable for his criteria. Some of the parameters the farmer considers are productivity of seeds, climate, 
size of the seed, cost of purchasing the seeds, temperature and type of soil.

We denote a set of seeds as U s s s s s s= { , , , , , }
1 2 3 4 5 6

 and the parameter set, E= {productivity of 
seeds, climate, genetic purity, cost of purchasing the seeds, physical purity, germinability}. We denote 
the parameters as e1, e2, e3, e4 and e5 for further calculations, where e1, e2, e3,e4 and e5 denotes 
productivity of seeds, climate, size of the seed, cost of purchasing the seeds and temperature 
respectively. Consider an IVFSS (U, E) which describes the ‘selection of best seeds’.

Table 1 shows the values of various parameters of seeds in the IVFSS in a selection process. 
Here, in IVFSSs, we need to consider three cases.
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I. 	 Pessimistic: It is the lower value in an interval.
II. 	 Optimistic: It is the higher value in an interval
III. 	Neutral: Neutral value lies in between the interval. We can use different formulas to find the 

neutral value. Here, neutral values are obtained by taking the average of pessimistic values and 
optimistic values.

Neutral value
pesimistic value optimistic value

 
  

=
+
2

	 (8)

For example: If a seed s1 has value under the parameter ‘climate’ as an interval [0.2, 0.5], then 
0.2 is the pessimistic value, 0.5 is the optimistic value and 0.35 is the neutral value.

Then we have to consider three cases. a. Pessimistic decision-making b. Optimistic decision 
making and c. Neutral decision making. Pessimistic ranking is the worst ranking, Optimistic ranking 
is the best ranking and Neutral is the average ranking. In pessimistic decision making, we consider 
the lower membership value of each parameter. In optimistic decision making we need to take the 
upper membership value of each parameter and in neutral decision making we need to take average 
of both pessimistic and optimistic values. First, we are considering the pessimistic case. The values 
of the pessimistic case are shown in Table 2.

The priorities of farmer for the parameters e1, e2, e3, e4 and e5 are 0.7, 0.3, 0.2,-0.5, 0.4. The 
priority table obtained is shown below in Table 3.

The comparison table is formed as in step 4c of the algorithm, which is shown in Tables 4 to 6.
In the same way, comparison table for optimistic and neutral cases can be calculated and is 

shown in Table 5 and Table 6.

Table 1. Tabular representation of IVFSS

U e1 e2 e3 e4 e5

s1 [0.2, 0.4] [0.3, 0.5] [0.8, 0.9] [0.4, 0.7] [0.6, 0.9]

s2 [0.4, 0.8] [0.6, 0.9] [0.2, 0.5] [0.7, 1] [0.5, 0.6]

s3 [0.5, 0.8] [0.7, 0.9] [0.7, 0.8] [0.8, 1] [0.5, 0.7]

s4 [0.6, 0.8] [0.5, 0.9] [0.8, 1] [0.5, 0.9] [0.7, 0.8]

s5 [0.1, 0.4] [0.9, 1] [0.3, 0.6] [0.1, 0.5] [0.8, 1]

s6 [0.9, 1] [0.5, 0.7] [0.1, 0.3] [0.2, 0.4] [0.3, 0.7]

Table 2. Pessimistic values

U e1 e2 e3 e4 e5

s1 0.2 0.3 0.8 0.4 0.6

s2 0.4 0.6 0.2 0.7 0.5

s3 0.5 0.7 0.7 0.8 0.5

s4 0.6 0.5 0.8 0.5 0.7

s5 0.1 0.9 0.3 0.1 0.8

s6 0.9 0.5 0.1 0.2 0.3
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Table 3. Priority Table for Pessimistic case

U e1 e2 e3 e4 e5

s1 0.14 0.09 0.16 -0.2 0.24

s2 0.28 0.18 0.04 -0.35 0.2

s3 0.35 0.21 0.14 -0.4 0.2

s4 0.42 0.15 0.16 -0.25 0.28

s5 0.07 0.27 0.06 -0.05 0.32

s6 0.63 0.15 0.02 -0.1 0.12

Table 4. Comparison for Pessimistic case

sj
si

s1 s2 s3 s4 s5 s6 Row_sum Rank

s1 0 0.08 -0.07 -0.33 -0.24 -0.39 -0.95 5

s2 -0.08 0 -0.15 -0.41 -0.32 -0.47 -1.43 6

s3 0.07 0.15 0 -0.26 -0.17 -0.32 -0.53 4

s4 0.33 0.41 0.26 0 0.09 -0.06 1.03 2

s5 0.24 0.32 0.17 -0.09 0 -0.15 0.49 3

s6 0.39 0.47 0.32 0.06 0.15 0 1.39 1

Table 5. Comparison Table optimistic decision making

sj
si

s1 s2 s3 s4 s5 s6 Row_sum Rank

s1 0 -0.05 -0.15 -0.28 -0.23 -0.36 -1.07 6

s2 0.05 0 -0.1 -0.23 -0.18 -0.31 -0.77 5

s3 0.15 0.1 0 -0.13 -0.08 -0.21 -0.17 4

s4 0.28 0.23 0.13 0 0.05 -0.08 0.61 2

s5 0.23 0.18 0.08 -0.05 0 -0.13 0.31 3

s6 0.36 0.31 0.21 0.08 0.13 0 1.09 1

Table 6. Comparison Table for neutral decision making

sj
si

s1 s2 s3 s4 s5 s6 Row sum Rank

s1 0 0.015 -0.11 -0.305 -0.235 -0.375 -1.01 6

s2 -0.015 0 -0.125 -0.32 -0.25 -0.39 -1.1 5

s3 0.11 0.125 0 -0.195 -0.125 -0.265 -0.35 4

s4 0.305 0.32 0.195 0 0.07 -0.07 0.82 2

s5 0.235 0.25 0.125 -0.07 0 -0.14 0.4 3

s6 0.375 0.39 0.265 0.07 0.14 0 1.24 1
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The final decision is the average of pessimistic, optimistic and neutral decision making and it 
is shown in Table 7.

From Table 7, we can see that seed s6 is the best choice. The next choices are in the order of 
s ,s ,s ,s  and s

4 5 3 2 1
.

EXPERIMENTAL ANALYSIS AND RESULT

The algorithm was coded by using Python in a laptop having Intel core i3 processor, 2GB RAM, 
320GB HDD and 1.7GHZ clock speed. A data table having 172 rice seeds and 21 parameters was 
taken as input. The results are encouraging and we have not produced the tables because of space 
constraints and the complexity of the computation. The study conducted on the various rice seeds 
available on the Southern part of India. The rice seed varieties are Aduthurai, Chithiraikkar, 
Akshayadhan, etc. Here, we use s s s

1 2 3
, , ....  to represent the rice seed varieties for brevity.

We applied the above-mentioned algorithm into the rice seed data set and calculated the priority 
table, comparison table and decision table. As a result, we ranked the objects from 1 to 172 as per 
the normalized score equation. The object, which is having the highest normalized score, is the best 
seed for that farmer. In the following section, description of the parameters that we used in seed data 
is discussed

Parameter Description

1. 	 Moisture Content: A direct relationship exists between moisture content and deterioration 
rates, storability, susceptibility to mechanical damage, insect infestation level, and fungi attack. 
However, this is not a mandatory test with a standard seed testing.

2. 	 Cost of Purchasing the Seeds: As in other cases, cost or expense of purchasing any products 
can be treated as negative parameter. If the cost of purchasing the seeds is high, then the farmer 
will not prefer that seeds.

3. 	 Soil Characteristics: Soil characteristics are another important positive parameter, where the 
farmer checks the quality of the soil and the availability of water in that soil area. Soil can be 
sandy, clay, muddy, alluvium and gravel. Soil can be saline or alkaline also.

4. 	 Local and Global Market: This is another positive parameter, where the farmer thinks about 
the yield that he could get local or global market for his products.

5. 	 Watering: Whether watering facilities are available for that area or not. We can treat this parameter 
as a positive one.

6. 	 Travel Facility: This parameter mentions how far the farm is located from the farmers place. If 
the farm is close to his place, then the farmer can give enough concentration to his farm. This 

Table 7. Decision Table

Pessimistic Optimistic Neutral Normalized Score FINAL RANKING

s1 5 6 6 0.211111 6

s2 6 5 5 0.222222 5

s3 4 4 4 0.266667 4

s4 2 2 2 0.333333 2

s5 3 3 3 0.3 3

s6 1 1 1 0.366667 1
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can be treated as a negative parameter because as the distance increases, then the care for that 
form will be reduced.

7. 	 Yield: This parameter deals with the yield that we will be getting from these seeds.
8. 	 Market Quality: This parameter says whether the seed purchased from a good market or from 

a low-quality market.
9. 	 Crop Duration: This parameter deals with the duration of between the planting and harvesting.
10. 	Quality of Seed: Quality of seeds can be treated as positive parameter. So, the farmer will be 

giving more priority to the quality of the seed.
11. 	Temperature: This parameter says about the temperature and climate conditions. That is, whether 

the temperature is affecting positively or negatively for the growth of seeds.
12. 	Environmental Conditions: This parameter deals with the environmental conditions required 

for the growth of the seeds.
13. 	Variety Purity: It is also called genetic purity. Genetic purity refers to trueness to type, or the 

degree of contamination of seeds caused by undesired genetic varieties or species.
14. 	Germinability: It means the degree of ability of a seed to germinate or sprout.
15. 	Physical Purity: It means the physical composition of seed lots.
16. 	Vigour: Seed vigour is defined as “the Sum total of those properties of the seed which determine 

the level of activity and performance of the seed or seed lot during germination and seedling 
emergence”.

17. 	Storability: It deals with where the seeds are stored and how the storage facility affects the seeds 
etc.

18. 	Physiological Purity: It deals with the shape, size and color of the seeds.
19. 	Flood Tolerant: It deals with survivability of a plant in flood situations.
20. 	Drought Tolerant: It deals with survivability of a plant in drought conditions.
21. 	Shelf Life: Seed vitality or shelf life is an important parameter. If you saved seed from last season 

or the season before or if you’ve been given seed and are not sure how long it’s been around, you 
might want to perform a seed vitality test a couple of weeks before you plan to sow.

Among the above-mentioned parameters, “cost of purchasing the seeds” and “travel facility” are 
considered as negative and rest 19 come under positive category. Also, the parameter “seed size” has 
zero priority as farmers need not worry about the size of the seeds. It may be noted that the default 
priority value of a parameter is taken as “zero”.

Results Obtained
Here we show the results obtained. We are showing a part of the results due to the space restrictions. 
From the final decision Table (Figure 7), we can see that the ‘seed120’ is the best choice for the farmer.

Figure 1 shows the priority of the parameters assigned by the farmer. Here, the farmer has selected 
the priorities e3 (Cost of purchasing the seeds) and e6 (Travel facility) as negative parameters. As per 
the farmer’s need, he is allowed to change the parameters priority (see Figures 2-8).

Top 15 best rice seeds available for the farmer for the selected region are shown in Figure 8. We 
ranked all the rice seeds based on the normalized score equation.

Figure 1. Parameter Priority Table
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Figure 2. Priority Table of Pessimistic Case

Figure 3. Priority Table for Optimistic case
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FUTURE WORK

The present algorithm can be extended to some more generalised hybrid models. Also, the above-
mentioned algorithm can be modified suitably so that it can be applied to group decision making 
problems. In particular, in the above application, a farmer can be helped by a group of experts. 
Otherwise, in large agricultural industries the decision to select seeds is usually done by a board of 
experts. As a result each researcher has to enter their own interests and according to that they have to 
find the results. The seed selection algorithm can also be applied to other directions of agricultural 
research.

CONCLUSION

Seed selection is one of the important problems faced by farmers. There are several parameters 
involved as characteristics of seeds. Also, these characteristics are uncertain by nature. So, to handle 
the uncertainties involved in the seed selection process, uncertainty based models are necessary to 
handle them which should have easy and efficient parameterization facilities. Keeping this in mind, 
we selected a hybrid soft set modelfor our study and presented an algorithm which depends upon 
IVFSS. There is no other algorithm in the literature for this application, so far as our knowledge 
goes. We took a real data set, which is sufficiently large to perform experiment depending upon our 
algorithm and presented its output and analyzed. This algorithm has the scope to be applied to any 
such real-life situations in the field of agriculture, which will serve as an aid to experts also. The 
computational complexity of the algorithm is obtained, in order to estimate the time variation of 
computation of the results depending upon the data size.

Figure 4. Priority Table for Neutral values
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Figure 5. Comparison Table of Pessimistic case

Figure 6. Comparison of Optimistic Case
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Figure 7. Comparison Table for Neutral Values

Figure 8. Decision Table in sorted order
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