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ABSTRACT Item recommendation has become a significant means to help people discover interesting

items. Meanwhile, plenty of reviews and ratings in recommender system can be utilized to relieve data

sparsity problem. However, existing review-based approaches ignore the influence of static preference of

user and the static characteristics of item, which could reflect long-term and stationary property, and guide

feature extraction from reviews. Moreover, adaptive property, i.e., the importance of the historical records

to each user and item, is not fully exploited in previous works. In this paper, we propose an Attention-

based Adaptive Memory Network (AAMN) model to leverage historical reviews and ratings systemically.

Specifically, we propose an attention mechanism guided by the static features to learn the importance of

different historical records, for modeling the adaptive features of users and items. Notably, this paper is the

first to bring static features into adaptively extracting semantic information from reviews, which can not

only characterize user and item from a global view, but also assist to distinguish the importance of different

reviews. In addition to the attention mechanism, we propose a non-linear feature fusing layer and a deep

interaction layer to combine the static features and adaptive features, which capture underlying interactions

among these features. To further improve prediction accuracy and training efficiency, we propose a dynamic

sampling strategy for model training. We conduct extensive experiments on 16 benchmark datasets from

Amazon and Yelp. The results demonstrate that our model outperforms the state-of-the-art models.

INDEX TERMS Recommendation, review, attention, memory networks.

I. INTRODUCTION

Recommender system is everywhere in people’s daily life [3],

and it helps user discover more interesting products and

useful services [2]. Merchants could also obtain more poten-

tial customers owing to recommender systems [4], [26]. In

the early stage of recommender system, researchers mostly

focused on user’s interactions with items, such as rating, buy-

ing, and clicking. Collaborative filtering is the most popular

method to uncover the potential features of users and items

via user-item interactions. However, it easily corrupts due

The associate editor coordinating the review of this manuscript and

approving it for publication was Rongbo Zhu .

to data sparsity (e.g., most of the users or items have few

ratings).

Apart from the ratings, online reviews generated by users

from social networks and e-commerce platforms often imply

users’ opinions to the products (or services). To understand,

let’s consider Table 1, in which several reviews and cor-

responding ratings are listed. One can easily see that the

ratings only reflect whether the user likes the item, while

the reviews imply more details on why a user likes the item.

For example, user u expresses opinions to the appearance

and practicability of item i1, using the review sentence ‘‘the

earrings are beautiful and sturdy, and I will order again.’’

These details are useful to uncover semantic features of user

preferences and item attributes.
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TABLE 1. An example of user u’s review.

As such, much attention has been attracted to overcome the

data sparsity problem using reviews. For example, McAuley

and Leskovec [12] proposed to combine latent review topics

with latent rating dimensions. Wang et al. [26] captured local

context of words and integrated word embedding model with

standard matrix factorization. Zheng et al. [22] utilized two

parallel neural networks, which exploit reviews written by the

user and the reviews for the item, respectively; then, the two

networks were coupled into factorization machine for rating

prediction. Moreover, Tay et al. [28] proposed a co-attention

network that models adaptive semantic features of users and

items, namely, they consider the historical reviews of a user

are of different importance when the user faces different

items. Although these recent review-based approaches relieve

the data sparsity problem to some extent, they still have the

following open issues.

A. STATIC FEATURES ARE IGNORED, WHEN EXTRACTING

ADAPTIVE SEMANTIC FEATURES FROM REVIEWS

Recent works mainly focused on semantic features from

a local view, e.g., sentences [22], [29] and words of

reviews [28]. As the reviews of each user/item are limited,

it is often difficult to predict the ratings of a user to an unmet

item. For example in Table 1, the existing methods used

the historical reviews with ratings by user u, and historical

reviews with ratings for item i, to predict rating of u to

i.1 From the reviews we could guess user u probably likes

earrings, and item i is likely a jewelry box. Maybe u needs a

jewelry box to hold her earrings, but it is difficult to predict

how much user u would like item i without static features

(e.g., the correlation between ‘‘earrings’’ and ‘‘jewelry box’’),

because the semantic correlation between the reviews for

u and i is weak given the limited number of reviews. Our

paper alleviates this issue by introducing static features for

both user and item, which depict user’s (item’s) long-term

1The last row of the table is u’s real review and rating to item i for
reference. When doing the prediction, it is not observable.

and stationary property and learn the potential relationship

between users (items).

B. HISTORICAL INFORMATION OF USER (ITEM) IS NOT

UTILIZED EFFICIENTLY

User’s historical information includes reviews and ratings.

Recent works [6], [28], [37] exploited part of the information,

either they made prediction without history reviews of user

and item [6], [37], or they utilized only history reviews of user

and item, without behavior informa- tion such as click/rating

history [28]. Few work has utilized all the information collec-

tively and effectively. Specially, when facing different items,

stationary features [23] could not depict user’s property suffi-

ciently. Moreover, ratings of history items are mostly utilized

as only final prediction criterion [22], [37]. In fact, these

ratings would be useful on predicting rating to other items [6].

For example, in Table 1, u gives i2 a rating 4 and the other two

items a higher rating 5. These ratings are good instructions

for the importance of each item. In our paper, we leverage

the memory network to store historical rated items of target

user, and exploit the rating information with transformation

function, which could evaluate each item’s weight and form

adaptive property feature of target user and target item.

C. FEATURE FUSION STILL REMAINS AT SHALLOW LEVEL

Since semantic feature is one of the main representation types

of user (item) and potentially complicated, linear models

[21], [28] (e.g., matrix factorization) can only capture the

first-order feature relationship (i.e., the pointwise relationship

between the dimensions of the embedding space). Although

Multi-Layer Perception (MLP) [23] could be utilized to learn

any continuous function according to the universal approxi-

mation theorem, there is no guarantee that the feature correla-

tions (i.e., the pairwise correlations between the dimensions

of the embedding space) can be effectively captured with

current optimization techniques [24]. In our paper, we address

this issue by introducing outer product operation on features

to obtain high-order features, and applying convolutional
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neural networks (CNN) to uncover the relationship of these

high-order features.

D. SAMPLES ARE TREATED EQUALLY IN MOST OF THE

RECENT WORKS, WHICH MAY LEAD TO SUB-OPTIMAL

PERFORMANCE

Different samples should be of different importance for train-

ing because they would generate different prediction errors.

For instance, the prediction error on sample Amay be smaller

than that of sample B. The contribution of sample B to the loss

functionwould bemore important than sampleA. If themodel

considers them equally, the training process may waste time

on unimportant samples (e.g., sample A), and thus lead to a

sub-optimal result. To address this issue, our paper employs

a dynamic sampling strategy, which would give a sampling

weight to each sample, considering their prediction error after

each epoch of training.

Motivated by the above insights, we develop an Attention-

based Adaptive Memory Network (AAMN) for item recom-

mendations with reviews and ratings. Firstly to depict user’s

(item’s) property from a global view, we learn the static

features of users and items from all interaction data. Secondly

to leverage historical records efficiently, we extract adaptive

semantic and property features from historical reviews and

interactions, respectively. Specifically, we design a memory

network with attention mechanism to find the most relevant

reviews/interactions for a user (item), based on the static

features of the item (user). These adaptive features represent

the specific state of the user (item) when facing different

target items (users). Thirdly, we fuse the static and adaptive

features by computing an outer product feature matrix and

using a convolutional neural network. Fourthly to boost the

effectiveness of model training, we propose a dynamic sam-

pling method, based on the prediction errors of the samples.

To summarize, the contributions of this paper are as

follows:

• We propose a model called Attention-based Adaptive

Memory Network. It exploits static and adaptive features

systematically. To the best of knowledge, this paper is

the first to bring in static features, which represent the

inherent property of user (item), to facilitate the extrac-

tion of adaptive features.

• We propose to use adaptive semantic and property fea-

tures to characterize users (items) w.r.t. different tar-

get items (users). Meanwhile, we develop an attention

mechanism that leverages static features to select most

relevant historical interactions and reviews from a mem-

ory network, so as to construct the adaptive features

efficiently.

• We suggest the deep convolutional layers to explore

interactive relationship between features of users and

items. Besides, we propose a dynamic sampling method

for the training process, which can benefit to the con-

vergence of model training and the improvement of

recommendation performance.

• We conduct extensive experiments on 16 public datasets.

The results demonstrate the competitiveness of our

model, especially on sparse data. In addition, we also

demonstrate the effectiveness of main modules via abla-

tion study. (Our codes could be found at the open-

source code repository, GitHub, https://github.com/

wiio12/ADMN.)

The rest of the paper is organized as follows. Section II for-

mulates the problem and some important concepts. Section III

covers our model in detail. In Section IV, experiments and

results analysis are presented. In Section V, we review recent

works related to ours. Section VI concludes the paper.

II. PROBLEM DEFINITION

The mathematical notations used in this paper are summa-

rized in Table 2. Italic bold uppercase letter denotes matrix,

bold lowercase letter depicts vector, and normal lowercase

letter denotes a scaler.

TABLE 2. Notations.

Let U and I denote the set of users and items, respectively.

LetD be a set of historical reviews, each review wu,i of a user

u on item i corresponds a rating ru,i. Let Wu be the set of

historical reviews for item u, andWi be the historical reviews

for item i. The problem is to predict user u’s rating on item

i that u has not reviewed yet, utilizing historical reviews and

ratings of user u and item i. Next, we proceed to formulate

several main concepts used in this paper.

Definition 1 (Static Feature): The static feature is a latent

vector that represents user’s (or item’s) stationary property.

Specifically, for each user u ∈ U , we define u’s static feature

as a latent vector xu ∈ R
d . For each item i ∈ I, we define

its static feature as a latent vector yi ∈ R
d . Though the static

features are similar to latent factors in matrix factorization,

few researchers have proposed them specially for assisting

semantic features extraction from reviews.

Definition 2 (Review Embeddings): Given theword embed-

dings (e.g., word2vec) V → R
|V |×d , which maps the vocab-

ulary V to distributed vector representations, we define the

embeddings of the review of user u on item i as the average
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FIGURE 1. Framework of AAMN.

embeddings of the words in the review:

wu,i =
1

t

t∑

l=1

v
u,i
l (1)

where v
u,i
l means the embedding of the l-th word in review

wu,i, t is the number of words in review wu,i. Note that, any

other method [22] that encodes a review into an embedding

can be applied. Since this paper’s con- tribution is not at

this point, we leave the effect of different review embedding

methods as future work.

Intuitively, the reviews imply the user’s opinions on items,

and thus they can be used as a reference to recommend

new items to the users. Consider the fact that the historical

reviews are not equally important when the user faces dif-

ferent new items. Typically, more relevant reviews should

contribute more to construct the user’s features on-the-fly.

As such, given an item (user), the adaptive semantic feature

of a user (item) can be defined as follows.

Definition 3 (Adatpive Semantic Feature): The adatpive

semantic feature of a user u given a target item i is a latent

vector su|i ∈ R
d that encodes relevant information to item

i from the historical reviews of u. Similarly, the adatpive

semantic feature of an item i given a user u is defined as

si|u ∈ R
d .

Similar to reviews, user-item interactions can also be con-

sidered adaptively, i.e., given the target item (user), the histor-

ical interactions (e.g., ratings, clicks) of the user (item) should

be treated differently. As such, the adaptive property feature

of a user (item) can be defined as follows.

Definition 4 (Adaptive Property Feature): The adaptive

property feature of a user u given a target item i is a latent

vector x′
u|i ∈ R

d that encodes relevant information to item

i from the historical user-item interactions of u. Similarly,

the adaptive property feature of an item i given a user u is

defined as y′
i|u ∈ R

d .

III. ATTENTION-BASED ADAPTIVE MEMORY NETWORK

In this part, we first provide an overview of our model, i.e.,

AAMN (Section III-A). Then, we cover the key components

of AAMN in detail (Sections III-B∼III-G). Finally, we intro-

duce the training process of the model (Section III-H).

A. OVERVIEW

To support a systematic integration of static features and

adaptive features, we design an Attention-based Adaptive

Memory Network (AAMN). Fig. 1 shows the framework of

our model. First of all, the inputting layer (cf., the left most

part) gets the raw input of reviews, user-item interactions,

and the IDs of users/items; and it transforms the raw data to

sparse encoding vectors. Next, the sparse encoding vectors

are put into the embedding layer, which is responsible for

converting the sparse encodings to dense embedding vectors,

in order to uncover potential features (e.g., static features)

from the sparse encodings. With these potential features such

as static features, the attention layer takes them as reference

to select most relevant data (including reviews and user-item

interactions) for constructing adaptive semantic and property

features. Afterwards, the fusing layer combines static fea-

tures, adaptive semantic features and adaptive property fea-

tures of user (item) to construct a single dense vector. On top

of the fusing layer, the deep interaction layer extracts the

correlations between these features, and outputs a compact

fused feature vector for prediction. Finally, the prediction
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layer takes the fused feature vector as input to predict the

rating of the user on the target item.

Comparing to existing review-based recommender sys-

tems, our proposed model, AAMN, captures static features

of users (items), which is helpful to boost the quality of

semantic features extracted from reviews. Moreover, static

features make use of the collaborative relationship between

user and user (or item and item), and thus provide an adaptive

mechanism for efficiently utilizing reviews in semantic mod-

eling. That said, when facing different items, the historical

review and rated items of a user are to be considered differ-

ently. Note that, to store historical reviews and rated items,

the memory network [25] is utilized in our model. Here the

memory network can be interpreted as a memory store of

the historical information. These core ideas make our model

more effective than the state-of-the-arts, as demonstrated in

Section IV. In what follows, we proceed to introduce the

details of each component of our model.

B. INPUTTING LAYER

This layer takes the ID of target user u, historical rated items

of u, reviews attached with ratings of u, the ID of target item i,

historical rating users of i, and reviews attached with ratings

of i as inputs. It transforms the IDs of user u and item i to

one-hot encodings. The historical rated items of user u are

transformed to a multi-hot encoding with |I| dimensions,

where the i-th dimension takes 1 if u has rated on item i, and

0 otherwise. Similarly, the historical rating users of item i are

transformed into a multi-hot encoding with |U | dimensions,

where the u-th dimension takes 1 if i has been rated by user u,

and 0 otherwise.

C. EMBEDDING LAYER

This layer transforms the sparse vectors in the input layer to

low-dimension dense vectors to represent underlying features

within the original sparse vectors in a compact way. Specif-

ically, the one-hot encodings of user u and item i from the

input layer are projected to a dense vector, i.e., the static

features xu and yi, respectively, as defined in Definition 1.

Here, the vectors could be initialized randomly or with results

of matrix factorization, then updated with model training.

The static features capture the stationary property of each

user/item. The review written by a user u on an item i is

projected into a review encodingwu,i defined in Definition 2.

In addition, the historical rated items of user u are projected

into a dense matrix where the i-th row is the static feature of

item i, i.e., yi. Similarly, the historical rating users of item i

are projected into a dense matrix where the u-th row is the

static feature of user u, i.e., xu.

D. ATTENTION LAYER

Attention layer is the core of AAMN. It captures the adaptive

semantic features and adaptive property features from the

reviews and historical user-item interactions, respectively.

To extract the adaptive semantic feature for a user u given

a target item i, the idea is to find out the most relevant

reviews to item i for constructing a feature vector for user u.

Let {wu,i1 ,wu,i2 , ..,wu,ip} be the embeddings of u’s reviews.

Specifically, for a target item i, we assign an attention weight

aik ,i for each review embedding wu,ik by comparing its

embedding and item i’s embedding:

aik ,i =
exp(wu,ikyi)∑p
l=1 exp(wu,ilyil )

, (2)

where yi is the static feature of target item i, the inner product

between wu,ik and yi is adopted to calculate their correlation.

Then, the adaptive semantic feature of u given i, i.e., su|i is

obtained by the weighted sum of the user’s reviews:

su|i =

p∑

k=1

aik ,i · wu,ik (3)

The adaptive semantic feature for target item i given user

u, i.e., si|u, is computed in a similar way. To compute user’s

adaptive property feature, let {yu,i1 , yu,i2 , .., yu,ip} be the

embeddings of u’s historical rated items. For each historical

rated item ik , we assign a weight a
′
ik
as the importance of the

item by considering the rating ru,ik :

a′
ik

=
exp(f (ru,ik ))∑p
l=1 exp(f (ru,il ))

(4)

where f (·) is a transformation function applied to the ratings,

we consider six types of transformation functions, shown

in Table 3. Intuitively, Base directly use the percentage of

each rating in sum of all ratings as the weight; Softmax trans-

forms the rating into the exponential space to calculate the

weight; Unbias Softmax transforms the rating by subtracting

the average rating r
avg
u before passing into a softmax function;

Abs-unbias is based on Base, it transforms the rating by cal-

culating the absolute difference between the rating of ik and

the average rating; Abs-unbias Softmax extends Abs-unbias

by applying a softmax function to the absolute difference

between the rating of ik and the average rating; No Rating

considers the relationship between embeddings of historical

rated items and the target itemwith aMulti-Layer Perception,

where ⊙ denotes the element-wise product.

TABLE 3. Six types of rating transformation function.
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Given the weights of each rated item ik , the adaptive prop-

erty feature of a user u given item i is obtained by:

x′
u|i =

p∑

k=1

a′
ik

· yik , (5)

where yik means the history interactive item of u. The adap-

tive property feature of item i given user u, i.e., y′
i|u is com-

puted in a similar way.

E. FUSING LAYER

This layer combines the three types of feature: static feature,

adaptive semantic feature and adaptive property feature of

user (item) to construct a single dense vector.We apply a fully

connected network to condense the three types of features into

a d-dimensional fused feature vector. The fused feature for

the user u is calculated as follows.

x′′
u = f (Wf · (xu ⊕ su|i ⊕ x′

u|i) + bf ) (6)

where Wf and bf are parameters in fully connected layer,

⊕ is the concatenation operation between vectors. Without

ambiguity, we omit the target item i in the notation of x′′
u for

ease of presentation. The calculation of the fused feature of

item i, i.e., y′′
i , is in a similar way.

F. DEEP INTERACTION LAYER

This layer captures the interactions between user and item

features. On top of the fusing layer, we compute the outer

product of x′′
u and y

′′
i to obtain the interaction matrixM :

O = x′′
u ⊗ y′′

i = x′′
uy

′′
i
T

(7)

whereO is a d × d matrix, each element in O is evaluated as:

Od1,d2 = x ′′
u,d1

y′′i,d2 . To capture the local relationship between

neighboring embedding dimensions, a stack of hidden layers

are applied over the interaction matrix M . We define the

stack of hidden layers as a non-linear transformation function

o = f2(O) with parameters 2, and outputs o. In this paper,

we use convolution neural network to extract local correla-

tions from the interaction matrix, because it requires much

fewer parameters than other models (i.e., MLP) while has

competitive performance. we adopt log2(dk ) layers of CNN,

and set the stride of the CNN to 2 and the number of kernels

to dk , so that each time we reduce the size of the feature map

by half. The output of the CNN is a matrix of size 1×1×dk ,

which can be reduced to an output vector o of length dk . The

parameter selection of dk could be found in Section IV-C.

The reason we use outer product to further model the

interactions between the features is twofold: on one hand,

the result of outer product could consider fine-grained

embeddings’ interaction between features, particularly for

features containing complicate semantics. While, matrix

factorization only considers corresponding-position embed-

dings’ product in features, ignoring correlations between

different position embeddings of features. Similarly, concate-

nation operation treats the embeddings of features indepen-

dently, combining them without modeling their correlation.

In fact, outer product could subsume MF and concatenation

operation. On the other hand, it’s beneficial for deep learning

model to extract more potential features, since outer product

explicitly models the interaction between elements of differ-

ent features, especially for sparse data with high dimension.

G. PREDICTION LAYER

This layer accepts o as input. It adopts a factorization

machine (FM) to predict the ratings. FM accepts a real-valued

feature vector and models the pairwise interactions between

features using factorized parameters. The FM function is

defined as follows:

F(o) = w0 +

n∑

i=1

wixi +

n∑

i=1

n∑

j=i+1

〈vi, vj〉oioj (8)

where o ∈ Rk is a real-valued input feature vector. 〈., .〉 is

the dot product. The parameters {v1, . . . , vn} are factorized

parameters (vectors of v ∈ R
k ) used to model pairwise

interactions (oi, oj). w0, . . . ,wn are learnable weights, where

w0 is the global bias and wi is linear coefficients of the i-th

component of o. The output of F(·) is a scalar, representing

the strength of the user-item interaction. The network is

trained end-to-end byminimizing the standardMean Squared

Error (MSE) loss following [21].

H. TRAINING AND TIME COMPLEXITY

In our model, the training method we adopt is stochastic gra-

dient descent algorithm, a generic solver for neural network

models. As most machine learning toolkits (e.g., Tensorflow,

PyTorch, Theano etc.) provide the function of automatic dif-

ferentiation, we omit the derivation of the update functions

of our model. Specifically, in each epoch, all observed sam-

ples are first shuffled, and then sampled as a mini-batch in

a sequential way. In training process, recent works mostly

utilized random sampling, which treats each samples equally.

However, in fact the importance of different samples are

unequal [43], [45], [47]. Especially, the samples owning

larger error between model’s prediction values and ground

truth, would play more important roles in performance evalu-

ation. Maybe the training model is still under-fitting for these

samples. Therefore, we utilize a dynamic sampling method.

After each training epoch, we recalculate a weight for each

sample. The weights depend on the prediction error of each

sample in last epoch. The weight of a sample review written

by user u on item i is calculated as:

exp(|ru,i − r̂u,i|)∑
(u′,i′)∈D exp(|ru′,i′ − r̂u′,i′ |)

. (9)

The training process of AAMN is summarized in

Algorithm 1. The time complexity for each dynamic sampling

gradient step is O(M × d2), where M denotes the number

of historical rated items, which is often a constant and typi-

cally smaller than 100; d is the feature dimension, typically

smaller than 100.We assume that our model needsN samples

to reach convergence, thus the overall time complexity is
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Algorithm 1 AAMN

Input: each sample (u, i,Wu,Wi,wu,i, ru,i)

Output: 2 = {x, y, v, 2MLP, 2CNN }

1: procedure Train(Dtrain)

2: Randomly initialize each xu, yi with Gaussian distribu-

tion;

3: while not converged do

4: for index in |Dtrain| do

5: Sampling (Wu,Wi,wu,i) from Dtrain
6: Compute embedding wu,ik for each review wu,ik in

Wu

7: Compute Adaptive semantic feature su for user u

8: Compute embedding wuk ,i for each review wuk ,i in

Wi

9: Compute si, x
′
u, y

′
i

10: Construct historical feature {yi1 , yi2 . . . yip} for user

u, and {xu1 , xu2 . . . xuq} for item i

11: Fusing su, x
′
u and xu into x

′′
u with MLP, and fusing

si, y
′
i and yi into y

′′
i with MLP

12: Construct interaction Matrix O with x ′′
u and y′′i

13: Compute interaction feature ou,i with CNN

14: Prediction rating r̂u,i with ou,i by FM

15: Compute loss between r̂u,i and ground truth ru,i
16: Update 2 to minimize losstrain
17: end for

18: Recalculate sampling weight for each sample

19: end while

O(N ×M × d2). Since GPU is usually utilized to accelerate

the training by parallel computation and batch-size training,

our model is efficient in training in practice.

IV. EXPERIMENTS

In this section, we study the performance of our proposed

model. Our experiments are designed to answer the following

research questions (RQs):

• RQ1: Does our model outperforms state-of-the-art mod-

els such as DeepCoNN, TransNet, D-ATT, MPCN and

A3NCF?

• RQ2: Howmuch does eachmain part of ourmodel affect

the performance?

• RQ3: Whether our model can work well under different

situations in terms of sparsity?

• RQ4: How about the convergence of our model?

• RQ5: Can our model learn meaningful attention weights

for historical reviews and items (users)?

In what follows, we first describe the detailed experimental

settings (Section IV-A ), and then discuss and analyze the

experimental results (Section IV-C∼IV-G).

A. EXPERIMENTAL SETUP

Datasets: We used 16 datasets, which are from two

sources:

1) Yelp dataset challenge.2 Yelp is an online review plat-

form for business such as restaurants, bars, SPAs, etc.

We used the Yelp dataset from the latest challenge; it

contains 1M items, 2Musers andmore than 3M reviews

with ratings.

2) Amazon Product Reviews.3 Amazon is a well-known

E-commerce platform. Users are able to write reviews

for products they have purchased. We used 15 datasets

from the Amazon product review corpus, including:

Digital Music, Video Games, Clothing, Electronics and

so on.

TABLE 4. The Statistics of Datasets.

The statistics of these datasets are summarized in Table 4.

We divided each dataset shown in Table 4 into three parts:

training set, validation set and test set. Following the setting

in [12], [28]–[30], a time-based split is utilized, the last

one of each user’s history items is treated as the test set,

the penultimate is set for validation set, and the residuals are

considered as the training set.

Baselines: We compared our methods against the follow-

ing competitive methods.

• DeepCoNN [22]. Deep Co-operative Neural Network is

a review-based convolutional recommendation model.

It trains convolutional representations of user and item,

and passes the concatenated embedding into an FM

model.

• TransNet [29]. It is an improved version of DeepCoNN.

It incorporates transformation layers and additional

training step that enforces the transformation representa-

tion to be similar with the embedding of the actual target

review.

• D-ATT [31]. Dual Attention CNNmodel is a CNN-based

model that uses reviews for recommendation. This

model is characterized by its usage, which is related to

two forms of attentions (i.e., local and global). A final

user (item) representation is learned by concatenat-

ing representations learned from both local and global

2https://www.yelp.com/dataset/challenge
3http://jmcauley.ucsd.edu/data/amazon/
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TABLE 5. Performance comparison (mean squared error) on 16 datasets. The best performance is in boldface. △DC, △TN, △DA, △MP, △AN are the relative
improvements (%) of AAMN over DeepCoNN, TransNet, D-ATT and A3NCF.

attentions. The dot product between user and item rep-

resentations is then used to estimate the rating score.

• MPCN [28]. Multi-Pointer Co-attention Networks is

another model that uses reviews for recommendation.

The model uses the co-attention mechanism to find the

relevance between each pair of user comments and item

reviews, and it extracts useful features from the selected

reviews. It can filter useless information and improve

recommendation.

• A3NCF [23]. Adaptive Aspect Attention Neural Collab-

orative Filtering model is a topic model, which extracts

user preferences and item characteristics from review

texts. This model guides the process of representation

learning, and captures a user’s special attention on each

aspect of the targeted item, using an attention network.

Evaluation Metric: The well-known evaluation metric on

rating prediction is the Mean Squared Error (MSE), which

measures the square error between the rating prediction and

ground truth. Usually, a lower MSE indicates a better perfor-

mance [22], [23], [29]. Following prior works [23], [28], [31],

we also used the MSE to evaluation the performance of the

proposed method. The MSE is computed as:

MSE =
1

|D|

∑

(u,i)∈D

(ru,i − r̂u,i)
2 (10)

where ru,i is the ground truth rating of u to i, r̂u,i is the

predicted rating, and D is the corresponding dataset.

Other Settings:We summarize other settings in our exper-

iments as follows. (1) In review pre-processing phase, all

reviews were first passed through a Stanford Core NLP Tok-

enizer [28] to obtain the tokens, which were then lowercased.

(2) Stop words (e.g., the, is, and) and punctuations were con-

sidered as separate tokens, and they were retained. (3)Words

with less than 10 occurrences were filtered out; moreover,

we set the maximum review length to 100 words, since few

reviews are much longer than 100 words. (4) Skip-gram

model [5] was utilized to generate a d-dimensional word2vec

[32] embedding. (5)As for the prediction layer FM, the num-

ber of factors is set as 10. We set the size of word embedding

layer as 64. For the outer product, the dimension of user fea-

ture and item feature are set as 64, which results in a 64× 64

feature matrix. For dropout layers, the keep probability is 0.5.

(6) In order to obtain interactive information of user products,

we use 6 stacked CNN layers. The padding of CNN is set as

SAME. The convolution kernel is set as 2× 2; the step size is

2. The non-linearity activation function, α, is set as ReLU.

(7) For compared models such as DeepCoNN, TransNet,

D-ATT andMPCN, their parameters are set as default in their

open source codes with the best performance. (8) Our model

is trained with Adam, in which the initial learning rate is set

as 10−3. We trained all models for a maximum of 20 epochs

with early stopping, and recorded the results with the average

of five times running on the test set.

B. COMPARING WITH STATE-OF-THE-ARTS

Table 5 reports the experimental results comparing with the

baselines. Firstly, we observe that our model, AAMN,

achieves the best performance on 15 out of 16 datasets. For

the Patio/Lawn dataset, even if AAMN cannot beat all these

methods, it is still ranked in Top-2, and the performance gap

is pretty small (about −0.6%). We observe that the number

of items (users) on this dataset is relatively small, compared

against other datasets. This could be the reason why our

model cannot exhibit the best performance on this dataset,

since few items (users) provide insufficient information of

static features. Nevertheless, we can see that, on most of these

datasets our model significantly outperforms DeepCoNN,

TransNet, D-ATT, MPCN and A3NCF, which are all recent

competitive review-based methods for recommendation. For

example, on the Digital Music dataset the relative improve-

ment is very encouraging, it achieves gains of up to 32.4%

(DeepCoNN), 19.1% (TransNet), 18.7% (D-ATT), 16.2%

(MPCN) and 17.5% (A3NCF). These results demonstrate
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the efficiency and competitiveness of our proposed model;

meanwhile, it also answers RQ1 positively.

Secondly, although both MPCN and A3NCF consider the

attention module, our model beats them on almost all these

datasets. The improvement of AAMN demonstrates the ben-

efit of incorporating the static features to guide the attention

module. Moreover, these two recent models only utilize the

semantic features, but they ignore the features from a global

view in the prediction phase. It is also the superiority of

AAMN, which not only utilizes the adaptive semantic fea-

tures with the attention mechanism and the static features,

but also combines the adaptive property feature in prediction

phase.

Thirdly, on the majority of these datasets, the performance

has improved around 10% compared with the other models.

Notably, the average improvement of AAMN over Deep-

CoNN, TransNet and D-ATT is over 10%. The average gains

of AAMN over MPCN is nearly 10%. The average gains of

AAMN over A3NCF is more than 7.2%. These results show

that our model, which incorporates static features, adaptive

semantic features, adaptive property features and dynamic

sampling, can improve performance effectively and signif-

icantly. Notably, we have conducted significant test on the

improvement. Each model are run by 5 times independently,

and we get averages of the results, which are statistically

significant with p-values<0.05 using two-tailed paired test.

So the statistical test could verify significance of the results.

C. IMPACT OF IMPORTANT PARAMETERS

This section studied the impact of several most important

parameters in our model (including transformation function

f , each feature embedding’s dimension size d , and convolu-

tion kernel number dk ). We used four representative datasets,

including Digital Music, Patio/Lawn, Office Products and

Gourmet Food.

Impact of d: We studied the impact of feature embedding

dimension size by varying d from 16 to 128. Fig. 2 shows

the experimental results. We can find that, when dimension d

increases, the overall trends on different datasets are similar.

This implies that a too small dimension size may have a

weak expressive ability, incurring a poor performance. On the

other hand, when the dimension exceeds a threshold, the

FIGURE 2. Effect of parameters.

FIGURE 3. Effect of different transformation functions.

performance keeps decreasing. This is because when d is too

large, the complicated parameters in ourmodel cannot bewell

trained, incurring overfitting. Furthermore, we observed that,

for all these datasets our model achieves the best performance

when d approximates to 64. In the later experiments, we set

d = 64, unless stated otherwise.

Impact of dk : We studied the impact of the convolution

kernel number by varying dk from 4 to 64. Fig. 2(b) shows

the results. The curves in this figure show different trends on

different datasets. Especially, on the Patio/Lawn and Digital

Music datasets, the curves change sharply when dk changes.

This indicates that parameter dk is much more sensitive on

these two datasets, compared with the other two datasets.

Nevertheless, we observe that, when dk approximates to

32, our model achieves the best performance for all these

datasets. In the later experiments we set the kernel number

of CNN to 32, unless stated otherwise.

Impact of f : To investigate the impact of different rating

transformation functions, we tested a set of rating transfor-

mation functions including Base, Softmax, Unbias Softmax,

Abs-unbias, Abs-unbias Softmax, No Rating (cf., Table 3).

Figure 3 shows the results of different transformation func-

tions. Although the performance is not the same in different

datasets, we find No Rating is the worst one in all these

functions. It proves that the rating is beneficial to distinguish

the importance of historical items. Besides, function Softmax

almost achieves the best performance on all these datasets.

In the later experiments, we adopted the Softmax function as

the default transformation function, unless stated otherwise.

D. ABLATION STUDY

To answer RQ2, we study the impacts of each major mod-

ule of AAMN on the performance. We report the results of

several different variations. In the default setting, we use the

standard model with all components: static features, adaptive

semantic features, adaptive property features of user (item),

deep interaction layer, and dynamic sampling. We set our

model as case (1) for comparison. In case (2) we remove the

deep interaction layer, which includes the outer product and

CNN. In case (3) we remove the adaptive semantic features

of user (item) by cancelling the attention module on semantic
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FIGURE 4. MSE in different sparsity values.

TABLE 6. Ablation analysis (MSE) on four datasets, the best performance is in boldface.

features, but keep the static features and semantic features.

In this variant, each review is treated equally. In case (4) we

remove the static features of user (item) from the fusing layer,

but retain adaptive semantic features of user (item). In case

(5) we remove the adaptive property features of user (item),

in which the model cannot use the historical records of user

(item). In case (6) the dynamic sampling is removed.

Table 6 reports an ablation study conducted on four rep-

resentative datasets: Digital Music, Clothing, Video Game

and Electronics. Firstly, by removing the outer product with

CNN, it leads to a performance degradation (about 2.3%

on average). This implies that the deep interaction layer is

feasible and effective. Secondly, removing the static feature

of user (item) also hurts the performance (about 5.8% on

average). This implies that the static feature of user (item)

is helpful to improve the performance of the model. Notably,

removing the adaptive semantic feature of user (item) hurts

the performance more seriously (about 6.4% on average).

It indicates that adaptive semantic feature is more effective for

model performance. We may need to mention that, the adap-

tive semantic feature is obtained via static feature, this further

implies that the static feature of user (item) plays an impor-

tant role in extracting information from reviews. Thirdly,

when removing the adaptive property feature, we find that

the performance also degenerates (about 1.47% on average).

Nevertheless, compared to the degeneration when remov-

ing adaptive semantic feature, the reduction is not obvious.

This also proves the adaptive semantic feature is much more

important than the adaptive property feature. Fourthly, when

removing the dynamic sampling, one can find that the perfor-

mance also degenerates on all these datasets, and the reduc-

tion is close to that of removing the adaptive property feature.

This demonstrates the dynamic sampling is also feasible and

effective in improving the performance, although it may not

achieve a big improvement as the adaptive semantic feature

does.

E. DATA SPARSITY

To answer RQ3, this part investigated the performance under

different situations in terms of sparsity.4 We varied the spar-

sity from 3 to 10. For ease of observing the performance gap,

we utilized the baseline models’ MSE to subtract AAMN’s.

This can be also called the performance gain in terms ofMSE.

Fig. 4 shows the experimental results. One can find that, the

performance gains are positive values on all these datasets.

This shows us that our model can achieve a more outstanding

performance on the sparsity situation. On the Digital Music

and Office Products datasets, the model achieves a steady

improvement on different sparsity values. Particularly, on the

Patio/Lawn and Gourmet Food datasets, the performance of

the model turns better and better, when the sparsity decreases.

All these results demonstrate that, our model AAMN can

work very well in the sparse situation. This nice performance

of our model is mainly ascribed to two points: (i) the review

text is incorporated to mitigate user’s sparse behaviours, and

(ii) user’s static feature is used, which benefits to extracting

key feature from reviews.

F. CONVERGENCE

To answer RQ4, we studied the the convergence of AAMN.

We used two typical datasets: one is a large-scale dataset

(Yelp), the other is a small-scale dataset from Amazon Prod-

uct Reviews (i.e., Digital Music). With them, it allows us to

4Here, the sparsity means the number of user’s rated items, the less of the
number, the much sparser it is.
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TABLE 7. Attention weights for user u’s reviews.

FIGURE 5. Convergence comparison on different datasets.

easily observe model’s convergence at different data scales.

At the same time, to prove the advantage of introducing

dynamic sampling methods on convergence, we also com-

pared the convergence of each baseline in the case with the

dynamic sampling and that without the dynamic sampling.

Fig. 5 shows the experimental results. We can find that

each of these models reach convergence after several epochs,

even though on a large-scale dataset. Also, we can see that

the baselines containing the dynamic sampling converges at

a lower MSE within a fewer epochs, compared with those

baselines without the dynamic sampling. This further demon-

strates the effectiveness of dynamic sampling. Furthermore,

we can observe that our model AAMN converges faster than

most of the models. This demonstrates the superiority of our

model, from another perspective.

G. CASE STUDY OF ATTENTION WEIGHTS

This section revisits the running example in Table 1 and

makes a deeper investigation on our AAMN model, in order

to answer RQ5. We compute the weights of different reviews

based on static features of item i and user u, respectively.

Table 7 shows the weights a of each review and weights

a′ of each historical item for user u or (each historical user

for item i); these weights are calculated automatically by

our model AAMN. We can see from Table 7 that the target

item i’s static feature is highly correlated with the jewelry,

since they usually are bought together by users. Therefore,

i’s static feature is helpful to find highly related historical

reviews of target user u. Since reviews ru,i1 and ru,i3 are

related to jewelry, their weights are higher compared to ru,i2 .

Moreover, review ru,i1 obtains a higher weight ai1,i = 0.8,

since ru,i1 mentions more words, i.e., beautiful and sturdy,

which are related to target item i’s static feature. In a similar

way, the target user u’s static feature is related to jewelry

lovers who might have bought the target item, because they

both like to buy jewelry or having daughter. Hence, user’s

static feature could help to obtain the appropriate weights for

each items. Meanwhile, weight a′ obtained by rating gives a

different importance of historical rated items. As we can see,

the weights a′ for the rated items of user u are different from

the weights a of u. Similar phenomenon can be observed for

the weights of item i.

To summarize, AAMN can uncover the importance of dif-

ferent reviews effectively. In addition, the attention weights

for reviews and user-item interactions capture different char-

acteristics of users (items).

V. RELATED WORK

We review recent works highly related to our paper.

These works can be divided into three categories

(Sections V-A∼V-C).

A. REVIEW-BASED RECOMMENDATION

Recent works [6], [12], [14], [17], [18], [37], [42]–[46] begin

to use user’s reviews to items to predict rating for unrated

items. Since the user-item interaction data (rating or click)

is often sparse, it is challenging to accurately learn the rep-

resentation of user preferences and item features. Neverthe-

less, with the abundant semantic information of reviews, data

sparsity problem can be alleviated to some extent. At first,

topic model is utilized to extract semantic information from

reviews. For example, McAuley and Leskovec [12] used

a defined transform function to learn latent topics together

with user’s (or item’s) latent factors. Recently, neural network

models were utilized to extract more complicated seman-

tic feature [22], [29], [32]. For example, Zheng et al. [22]
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utilized two parallel neural networks to learn user preferences

and item features, respectively. However, their model ignores

interactions between the user’s and the item’s reviews.

Some researchers utilized attention mechanism [7] to

exploit the reviews further [21], [23], [28], [47]. For exam-

ple, Chen et al. [47] utilized attention mechanism and

focused on category of behaviors. Seo et al. [21] lever-

aged global and local attention to the whole review text

and user’s (item’s) properties, respectively. Cheng et al. [23]

deeply exploited user’s varying aspect attention to differ-

ent items. Tay et al. [28] operated on a multi-hierarchical

paradigm to pay different attentions on reviews and words.

Yuan et al. [49] mainly focused on exploiting inherent cor-

relation among users/items to obtain more information with

similar users/items. While, our work pays attention on user’s

static feature and semantic feature simultaneously, further

considering the mutual influence between the two kinds of

features. Besides, Chen et al. [50] exploited reviews’ useful-

ness, Xia et al. [51] collected user’s (item’s) review together

with Bi-directional Gate Recurrent Unit (GRU) and atten-

tion layer. But both of them ignored the mutual influence

between user (user’s review) and item (item’s review)In these

works, though semantic features of reviews are explored

sufficiently with various attention-based methods, the static

features of user and item are ignored. Static features reflect

user’s (item’s) long-term and stationary property, which are

able to guide the extraction of adaptive features, benefiting to

better performance, as demonstrated in our experiments.

B. OTHER CONTENT-BASED RECOMMENDATION

Besides review information, other types of item content [18],

[26] are used for recommendation [1], [9], [11], [38], [39].

For example, Grossetti et al. [48] presented a recommen-

dation model based on a similarity graph which exploits

homophily for propagation of probabilities. Tang et al. [1]

modelled the long range dependence in recommender sys-

tems. Taniskidou et al. [3] discussed different representations

of unstructure text that affect recommendation performance.

Li et al. [18] proposed a Bayesian generative model called

collaborative variational autoencoder for multimedia sce-

nario, which can learn deep latent representation from content

data in an unsupervised manner. Wang et al. [26] generalized

recent advances in deep learning from i.i.d input to non-

i.i.d. input, and proposed a hierarchical Bayesian model,

which jointly performs deep representation learning for the

content information and ratings. These methods focused on

a lateral view of item, and extracted semantic features in an

independent way. The interactions between user and item are

not considered.

C. DEEP LEARNING FOR RECOMMENDATION

Deep learning models have been widely used in computer

vision [30], natural language processing [15], [16], etc.

Recently, deep learning models were also applied to

recommendation [24], [26], [34], [40], [41]. For example,

He et al. [24], [34] generalized matrix factorization to

deep feature extraction with multiple layer perceptron and

Convolutional Neural Network (CNN), respectively, while

the models just apply deep learning on user-item interac-

tion data. On the other hand, different deep learning models

such as Recurrent Neural Network (RNN) [35], CNN [22],

Stacked Denoising Auto Encoder (SDAE) [26], were applied

to distill review feature. For instance, Almahairi et al. [26],

[35] utilized some sort of regularization terms to bridge two

types of features. Zheng et al. [22] exploited review fea-

ture without considering user’s (item’s) static feature [10].

All these models could learn the independent features well,

while ignoring the deep interactions between review fea-

tures and static features. It requires a more well-designed

model to learn the complicated interactions among features of

users and items. Difference from the aforementioned existing

approaches, we propose to extract the adaptive features of

users (items) according to the static features. In addition, our

model exploits the deep interactions between user and item

features.

In this branch, Multi-Pointer Co-attention Networks

(MPCN) [28] andAdaptiveAspect AttentionNeural Collabo-

rative Filtering (A3NCF) [23] could be the most related to our

work. Nevertheless, our work is different from them in several

aspects. (i) In MPCN, user’s (item’s) global property, which

depicts user’s (item’s) long-term and stationary characteris-

tics, is ignored. The method directly utilizes semantic fea-

ture extracted from reviews to represent user (item), without

considering the difference between global property learned

from user-item rating matrix and semantic feature learned

from reviews. In contrast, our method captures the difference

by learning static feature and semantic feature of user (item),

respectively. (ii) In A3NCF, user’s (item’s) semantic feature is

extracted from reviews with a topic model, which is fixed for

all items (users) and can not reflect the change when facing

different target items (users). In contrast, our work captures

such adaptive semantic feature based on the static feature of

the target item. (iii) When depicting user’s (item’s) feature,

both MPCN and A3NCF ignore the importance of historical

rated items’s feature and ratings. Instead, we consider all the

information collectively by constructing adaptive property

feature of user (item). (iv) Unlike the two existing models,

which directly concatenate features of user and item, our fea-

ture fusing method learns high-order interactions of feature

dimensions, and thus make full use of user’s and item’s fea-

tures. Meanwhile, we introduce a dynamic sampling strategy

to boost the training process further, while both MPCN and

A3NCF treat each training sample as of the same importance.

VI. CONCLUSION

Data sparsity is a serious problem in recommender systems.

Recent works mostly focus on extracting semantic features

from reviews in a local view. In this paper, we consider

static features learned from user-item interactions, in addition

to the semantic features learned from reviews. Additionally,

based on the static features, our model is able to extract

adaptive semantic and property features to better model a user
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when facing different items. We also propose to extract deep

interactions among the features and train the model with a

dynamic sampling method to improve the recommendation

performance. We conduct experiments on 16 public datasets.

Experimental results demonstrate that our model can achieve

better performance than state-of-the-art models.
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