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Abstract. Questions of construction of the Augmented Reality for application in SCADA-

systems are considered. It is marked, that last years researchers from Russia actively started 

studying this branch. The author considers the augmented reality in a section of a reality-

virtuality continuum taking into account restrictions of memory of the operator and social aspect 

of application augmented reality. Recommendations on environmental analysis and reading of 

data from display devices are given. The greatest efficiency of application augmented reality is 

seen in joint activity and carrying out of works which demand coordinated work. The necessity 

of the further researches for developing of network architecture, safety, confidentiality and 

protection against extraneous intervention is noted. Advantage of augmented reality is reuse of 

software, databases and knowledge. At the replacement of maintenance staff and users of 

SCADA-system there is no need to teach them all the knowledge and skills at once. They will 

receive them directly in the process of application. 

1. Introduction 

The augmented reality is penetrating more and more into different fields of activity, including education 

and industry. Since 1993, the annual IEEE Virtual Reality International Symposium has been held, and 

since 2002, the annual IEEE International Symposium on Mixed and Augmented Reality has been held, 

which discusses various issues in the construction of virtual, mixed and augmented reality. Since 2007, 

the IEEE International Conference on Industrial Engineering and Engineering Management and many 

other conferences have been held. At the same time, in 2010-2012 Russia was on the 18th place in the 

rating of countries by the number of patent applications on "virtual and augmented reality technologies". 

By 2015-2017, Russia has moved up by one place in this ranking. The leaders of the rating are 

organizations from the USA, China, Japan and the Republic of Korea. In a similar ranking of countries 

by the number of publications indexed by Scopus, Russia moved up from 42nd place in 2010 to 18th 

place by 2018. Realizing the importance of advanced technologies for the society development, the 

Ministry of Digital Development, Communications and Mass Media of the Russian Federation has 

created the Roadmap for "Trans-through" digital technology development "Technology of virtual and 

augmented reality" [1]. 

2. Augmented reality in a continuum of reality and virtuality 

The mixing of physical and digital worlds defines the combination of real and virtual environments and 

becomes a part of the Reality-Virtuality Continuum (RVC) [2], [3]. The RVC describes the interactions 

between reality and virtuality. In RVC, augmented reality (AR) is the depiction of virtual objects in the 

context of the real world. Modern AR solutions on portable devices use an image from a real device and 
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combine it with virtual content. Similar solutions exist for transparent (head-mounted) displays (for 

example, Magic Leap One Personal Bundle, Microsoft HoloLens 2, Epson MOVERIO, Everysight 

Raptor, Google Glass Enterprise Edition 2, Kopin SOLOS, Meta 2, ODG R-7, Toshiba dynaEdge 

AR100, Vuzix Blade Smart Glasses, ThirdEye Gen X2, Vuzix M4000). Modern AR applications also 

include tactile feedback and spatial sound [4], [5]. 

3.  Considerations of operators' memory limits 

The use of AR to increase the capabilities of SCADA-systems is an undoubted advantage, but it is 

necessary to develop special intelligent SCADA-systems with AR support and operators training this 

technology. And it is necessary to dose the amount of information submitted through AR, because 

operators may become dependent on system prompts and reduce the willingness to solve problems 

independently, and sometimes the inability to perform the same actions without using AR [6]. For this 

purpose it is suggested to reduce the flow of new information during operators' training because it is 

possible that the operator will not notice really important information. In addition you should remove 

insignificant or irrelevant information (representations) for the running process. 

Cognitive load theory builds on the widely-accepted assumption that humans have limited working 

memory capacity and further asserts that each instructional condition imposes on working memory three 

types of cognitive load: 1) intrinsic cognitive load; 2) extraneous cognitive load; and 3) germane 

cognitive load [7], [8]. Whereas intrinsic cognitive load is determined by the complexity (i.e., “element 

interactivity”) of the learning task itself and germane load is associated with conscious, constructive 

processes used to construct mental representations, extraneous load does not contribute to learning. 

Furthermore, if working memory capacity is fully engaged in processes related to intrinsic and 

extraneous load, learners will have no remaining cognitive resources to allocate to germane processes, 

and little learning can occur. According to the Four-component Instructional Design (4C/ID) model [9], 

learning tasks should be ordered such that earlier tasks include lower element interactivity (i.e., low 

intrinsic cognitive load) and as learning tasks become more complex, instructional scaffolds should be 

provided to reduce extraneous load during transitions to more difficult material. 

According the schematic theoretical model of concreteness fading the process of training operators 

is effectively carried out in three stages [10].At the first stage, training is carried out on concrete 

examples, when it is easier for an operator to interprete ambiguous abstract representations in terms of 

well understood concrete objects, and also the advantages of embodied cognition are used, which gives 

experience of working with physical and perceptual processes, which are limited and therefore give 

correct conclusions [11], [12]. The operator remembers a set of attributes (images, symbols, gestures, 

etc.) which will be used in the AR system metaphor when abstract symbols are related to real objects. 

After understanding the abstract concept in solving new problems, the operator will rely on this set of 

attributes [13]. At other two stages there is a move from real physical representation to graphic schemes 

and models, and then to usual abstract symbols [13]. 

This moment requires further research, since according to [14] the transition from abstract to concrete 

can sometimes improve learning. 

Thus, in training, the intelligent AR system will adapt itself to the operator's gained experience in 

servicing systems and facilities. There will be a transition from a specific instruction of the required 

sequence of each action [15] to monitoring the execution of these actions and fixing the fact of execution 

of the embedded instructions. 

4. Social aspect of AR application in SCADA 

Most often purely technical aspects of AR environment design are investigated. Only recently it began 

to notice that it is necessary to consider social aspect of application AR. Users develop a sense of 

interconnection and psychological belonging to virtual artifacts in AR environment more, than in the 

usual virtual environment. A common environment in the interaction of several participants may disturb 

the sense of identity of users, as well as potentially threaten the sense of personal space and the sense of 

physical objects [16], [17]. The assessment of perception when using glasses and the hand-held device 

(smartphone) is studied in [18]. 
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Sensors placed on the body can be used to transmit feedback to the AR system and interact with the 

operator. However, some actions are easier to perform in the street than in a public place, because some 

gestures are simply not permitted there [19]. To transmit control commands to the SCADA system, it is 

necessary to take into account that some gestures and movements of the operator may be related not to 

the control process, but to the performance of any other work, maintenance of the installation or random 

movements. It is necessary to further develop a special protocol to prevent the execution of wrong 

commands. 

Also with the use of AR, there can be discomfort and a negative reaction to interpersonal disturbances 

[20]. 

It can be assumed that the use of AR in SCADA-systems will be more effective, if in addition to the 

execution of commands and sensor readings AR will visualize these processes using the familiar to the 

operator external environment, especially in remote management. In recent years, four different agents: 

voice-only, non-human, full-size embodied, and a miniature embodied agent [21] are used for this 

purpose. Besides, for an operator it is necessary to increase the level of user's perceived trust in the 

intellectual system. For example, for users of Internet of Things (IoT) devices using AR, the level of 

trust was much higher than only with Voice-activated Intelligent Virtual Assistants (IVAs) such as 

Amazon Alexa [22]. 

In the process of training for working with AR it is necessary to move from the virtual environment 

to the real world, when the operator is given only the necessary dosing information and is controlled 

and checked the correctness of his actions. It is suggested to use multi-level scenarios of data display 

[23] for different types of staff and qualifications, for example, displaying only the current temperature, 

its graph in the near future, its extrapolation to the future, or only a message in case of deviation from 

expected, etc. 

Analogously, in order to present data, it is necessary to move from a real physical representation to 

an abstract one. 

Nowadays AR is widely used directly for training process [24], though in our opinion it is more 

effective to use AR for large and complex systems [25], in which it is necessary to provide reliability 

and stability. The purpose of AR in SCADA-systems is abstract presentation of data to the operator in 

real time, overlaid on the natural environment [26] even on the go [27]. 

5. Analysis of the environment 

It is possible to use the computer vision library OpenCV [28] for environmental analysis. To bind to the 

system it is suggested to use a markerless framework, which does not imply the use of fiducial markers 

[29] or even natural markers in the environment [30], [31]. At the same time, there is a problem of 

providing AR plasticity [32], [33]. Properties of the presented additions are modified according to the 

values of the use context, the platform applied and the properties of the environment [34], for example, 

scene illumination [35], user position, estimated by his distance from the target and the ambient noise 

[36]. Most often the image of the equipment itself is processed through a calibrated camera by 

ARToolKit [37] or SLAM framework [38], which can be replaced by a more advanced GLEAM [39]. 

It should be noted that it is necessary to eliminate the perceptual problem of perception of incorrect 

depth interpretation of graphical objects overlaid on the real world [40], [41]. This is especially shown 

in stereoscopic systems, head-mounted displays, are evolving towards endless screens and natural 

FOVs, in which it is necessary to become more accurate in the challenging X-ray visualization and the 

best support for occluded interaction. Note the three most influential factors: point-of-view, view 

stability and view displacement [42]. For a hand-held device, this problem is less relevant [43]. 

While getting information about the control object it is possible to use Internet of Things (IoT) 

technologies [44], in particular, to use a communicating-actuating network wherein sensors and 

actuators blend seamlessly with the environment around us, and the information is shared across 

platforms in order to develop a common operating picture (COP). 

Optical Character Recognition (OCR) can be used to read data from sensors that do not have a digital 

output and communication interface, and then converted to a digital form [45]. And the analysis is 

possible for both digital and pointer devices with determination of the measurement scale [46]. 
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6. Results and discussion 

The greatest effectiveness of AR application will be achieved through collaborative activities and work 

that requires coordinated work. In this case, for multiuser AR the social aspect considered earlier 

becomes especially actual, and also network architecture [47], [48], safety, confidentiality and 

protection against extraneous intervention [49]. 

The advantage of AR is the reuse of software, database and knowledge. When there is a replacement 

of service staff and system users, there is no need to teach them all the knowledge and skills. They will 

receive them directly during application. The qualification requirements for the users are considerably 

reduced, but the requirements for the maintenance system (software, databases and knowledge, rules 

and models) are increased. Also there are fewer human errors and an opportunity to control its actions 

in real time. EcoStruxure Augmented Operator Advisor enables technicians to locate the right equipment 

and guides them step-by-step to complete the procedures. 

Certain problems may present the possibility of AR operation without network access [50], in offline 

mode, but AR designers for industry offer the use of communication sessions and special tiсkets. 

Despite difficulties with implementation AR in the industry, the advanced producers of automation 

means already offer ready decisions. 

AR is necessary to apply first of all for serial products or for objects where the big replacement of 

staff, and also for difficult systems in which it is necessary to exclude human errors [51], [52]. 

Acknowledgements 

The author expresses his gratitude to the staff of the Department of Information Technologies and 

Design Automation of Ural Federal University and the staff of the Laboratory of System Modelling of 

the Institute of Engineering Science, Ural Branch of the Russian Academy of Sciences without valuable 

advice and critical comments which it would be impossible to publish this study. 

References 

[1] The Roadmap for the development "Technology of virtual and augmented reality" Accessed at: 

https://digital.gov.ru/ru/documents/6654/ (accessed 10.03.2020) 

[2] Milgram P and Kishino F 1994 IEICE Trans. Inf & Syst. E77(12) 1322-9 

[3] Milgram P, Takemura H, Utsumi A and Kishino F 1994 SPIE, Telemanipulator and Telepresence 

Technologies 2351 282-92 

[4] Goose S, Sudarsky S, Zhang X, and Navab N 2003 IEEE Pervasive Computing 2(1) 65-70 

[5]  Radu I and Schneider B 2019 Proc. of the 2019 CHI Conf. on Human Factors in Computing 

Systems (CHI ’19) (New York: ACM) pp 544:1-12 

[6] Woo W 2018 Proc. of the 3rd Int. Workshop on Multimedia Alternate Realities (AltMM'18) (New 

York: ACM) p 1 

[7] Sweller J, Merrienboer J J G and Paas F W C 1998 Educational Psychology Review 10 251-96 

[8] Baddeley A D 1983 Phil. Trans. R. Soc. Lond. B 302(1110) 311-24 

[9] Merrienboer J J G and Sluijsmans D M A 2009 Educational Psychology Review 21(1) 55-66 

[10] Fyfe E R, Neil N M, Son J Y and Goldstone R L 2014 Educational Psych. Review 26(1) 9-25 

[11] Barsalou L W 2003 Language & Cognitive Processes 18 513-62 

[12]  Lakoff G and Nunez R E 2000 Where mathematics comes from: how the embodied mind brings 

mathematics into being (New York: Basic Books) p 493 

[13] Bruner J S 1966 Toward a theory of instruction (Cambridge: Belknap) p 192 

[14] Johnson A M, Reisslein J and Reisslein M 2014 Computers & Education 72 249-61 

[15] Raghavan V, Molineros J and Sharma R 1999 IEEE Transactions on Robotics and Automation 

15(3) 435-49 

[16] Poretski L, Lanir J, Arazy O and Oded N 2019 Proc. of the 1st Workshop on Challenges Using 

Head-Mounted Displays in Shared and Social Spaces CHI’19 Extended Abstracts (Glasgow, 

Scotland UK) p 6 

[17] Poretski L, Lanir J and Arazy O 2018 Proc. of the ACM on Human-Computer Interaction 

(PACMHCI) 2(CSCW) pp 142:1-24 

[18] Koelle M, Kranz M and Möller A 2015 Proc. of the 17th Int. Conf. on Human-Computer 



MIP: Engineering-2020

IOP Conf. Series: Materials Science and Engineering 862 (2020) 052022

IOP Publishing

doi:10.1088/1757-899X/862/5/052022

5

Interaction with Mobile Devices and Services MobileHCI ’15 362-72 

[19] Williamson J R, Crossan A and Brewster S 2011 Proc. of the 13th Int. Conf. on Multimodal 

Interfaces ICMI '11 361-8 

[20] Wilcox L M, Allison R S, Elfassy S and Grelik C 2006 ACM Transactions on Applied Perception 

3(4) 412-28 

[21] Wang I, Smith J and Ruiz J 2019 Proc.of the Conf. on Human Factors in Computing Systems 

(CHI 2019) (New York: ACM) pp 281:1-10 

[22] Haesler S, Kim K, Bruder G and Welch G 2018 IEEE Int. Symp. on Mixed and Augmented Reality 

Adjunct (ISMAR-Adjunct) pp 204-5 

[23] Reuter R, Knietzsch M, Hauser F and Mottok J 2019 Proc. of the 2019 ACM Conf. on Innovation 

and Technology in Comp. Sc. Education (ITiCSE '19) (New York: ACM) p 320 

[24] Manoela S, Teichrieb V and Smith P 2019 Anais dos Workshops do VIII Congresso Brasileiro de 

Informática na Educação (WCBIE 2019) pp 1452-6 

[25] Fite-Georgel P 2011 10th IEEE Int. Symp. on Mixed and Augmented Reality (ISMAR) (Basel 

Switzerland) pp 201-10 

[26] Masood T and Egger J 2019 Robotics and Computer-Integrated Manufacturing 58 181-95 

[27] Lages W S and Bowman D A 2019 Proc.of the 24th Int. Conf. on Intelligent User Interfaces (IUI 

’19) (New York: ACM) pp 356-66 

[28] Pulli K, Baksheev A, Kornyakov K and Eruhimov V 2012 Communications of the ACM 55(6) 

61-9 

[29] Fiala M 2005 Proc. IEEE Computer Society Conf. on Computer Vision and Pattern Recognition 

(CVPR) 2 590-6 

[30] Gomes D L, de Paiva A C, Silva A C, Braz G, de Almeida J D S, de Araújo A S and Gattas M. 

2018 Computers in Industry 97 67-75 

[31] Georgel P, Schroeder P, Benhimane S, Hinterstoisser S, Appel M and Navab N 2007 6th IEEE 

and ACM Int. Symp. on Mixed and Augmented Reality (Nara, Japan: IEEE) pp 111-5 

[32] Calvary G, Coutaz J, Daassi O, Ganneau V, Balme L and Demeure A 2006 10 ème conference 

ERGO-IA, L’humain comme facteur de performance des systèmes complexes 

[33] Calvary G and Coutaz J 2007 Revue d’Interaction Homme-Machine 1 

[34] Thevenin D 2001 Adaptation en Interaction Homme- Machine : le cas de la Plasticité Thèse de 

l’Université Joseph Fourier (Grenoble I, France) p 235 

[35] Grosch T, Eble T and Mueller S 2007 Proc. of the 2007 ACM symp. on Virtual reality software 

and technology (New York: ACM) pp 125-32 

[36] Ghouaiel N, Cieutat J-M and Jessel J-P 2014 Laval Virtual VRIC’14 (Laval, France) 

[37] Kato H and Billinghurst M 2004 3rd IEEE and ACM Int. Symp. on Mixed and Augmented Reality 

(ISMAR 2004) (Arlington VA USA: IEEE) p 305 

[38] Tamaazousti M, Naudet-Collette S, Gay-Bellile V, Bourgeois S, Besbes B and Dhome M 2016 

Multimedia Tools and Applications 75 9511-47 

[39] Prakash S, Bahremand A, Nguyen L D and LiKamWa R 2019 Proc. of  the 17th Annual Int. Conf. 

on Mobile Systems, Applications, and Services (MobiSys’19) (New York: ACM) pp 142-54 

[40] Kruijff E, Swan J, and Feiner S 2010 Proc. of the 9th IEEE Int. Symp. on Mixed and Augmented 

Reality (ISMAR) (Los Alamitos, CA: IEEE) pp 3-12 

[41] Kytö M, Makinen A, Häkkinen J and Oittinen P 2013 ACM Transactions on Applied Perception 

10(1) 6:1-21 

[42] Lilija K, Pohl H, Boring S and Hornbæk K 2019 Proc.of the 2019 CHI Conf. on Human Factors 

in Computing Systems (CHI 2019) (New York: ACM) pp 446:1-12 

[43] Sailer C, Rudi D, Kurzhals K and Raubal M 2019 18th World Conf. on Mobile and Contextual 

Learning: Future Learning Through Experiences and Spaces (mLearn 2019) (Delft, 

Netherlands) pp 69-76 

[44] Gubbi J, Buyya R, Marusic S and Palaniswami M 2013 Future Generation Computer Systems 29 

1645-60 

[45] Lu H, Guo B, Liu J and Yan X 2017 10th Int. Congress on Image and Signal Processing, 

BioMedical Engineering and Informatics (CISPBMEI) p. 1-5 



MIP: Engineering-2020

IOP Conf. Series: Materials Science and Engineering 862 (2020) 052022

IOP Publishing

doi:10.1088/1757-899X/862/5/052022

6

[46] Bojaca E, Anzola J, Jiménez A and García-Díaz V 2018 Computers and Electrical Engineering 

71 533-45 

[47] Ruth K, Kohno T and Roesner F 2019 Proc. of 28th USENIX Security Symp. (Santa Clara, CA, 

USA: USENIX Association) pp 141-58 

[48] Lebeck K, Kohno T and Roesner F 2019 Proc. of 20th Int. Workshop on Mobile Computing 

Systems and Applications (HotMobile ’19) (New York: CM) pp 81-6 

[49] Soh L, Burke J and Zhang L 2018 Proc. of VR/AR Network '18 (Budapest, Hungary) pp 1-6 

[50] Han Y, Lee C, Kim S and Ko S 2019 Proc. of the 17th Annual Int. Conf. on Mobile Systems, 

Applications, and Services (MobiSys '19) (New York: ACM) pp 522-3 

[51] Gimeno J, Casas S, Portales C and Fernandez M 2019 DYNA 94(2) 155-60 

[52] Hofmann C, Staehr T, Cohen S, Stricker N, Haefner B and Lanza G 2019 Procedia Manufacturing 

31 148-54 


