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1 | INTRODUCTION

A wireless mesh network is offered
connection. However, wirh rhe incr
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t requiring the infrastructure [3].
O secure communication in the
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Abstract
In this paper, a study has been ¢
heuristic optimization algorithm

wards its best swarm particle having the
form an organized cluster. DFOC and

intensity behaviour wit

the status table. Thg¢
control overhead

in SUs average node power. For small Signal-to-Noise
2 dB probab1hty of detection is high. In primary detection, the pro-
w false alarm rate compared to DSOC and DFOC.

perform a secured spectral band, where reliable communi-
cation is guaranteed with minimal delays [4]. The process of
dynamically accessing the unused spectral bands (spectrum
holes/white spaces) is known as Dynamic Spectrum Access
(DSA) [5].

network is maintained without spectrum space, by allowing

Better spectrum communication of the xG

CR to operate any one of the best available spectrum bands
[6]. The CR network gets spectral efficiency when coopera-
fletwork can ac- tive features incorporated with spectrum sensing and spec-
communication trum sharing with each other. The primary network can
support a cooperative leased communication network with a
third party to access the licensed radio spectrum without any

interferences [7-10].
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There are various clustering techniques already studied in
other works such as Groupwise Constrained Agglomerative
Clustering, k-neighborhood clustering, k-means clustering and
Distributed Spectrum Aware Clustering (DSAC) [11, 12]. Fine-
tuning of clustering is made by particle swarm optimization
(PSO), Firefly Algorithm (FA) and jumper firefly algorithm
(JFA). In [13], the authors discussed the best energy-efficient
protocol on low Energy Adaptive Clustering Hierarchy
(LEACH) to diminish energy consumption and it can develop
the lifetime of Wireless Sensor Networks (WSN). Clustering
procedures can be used to communicate with the cluster head
and base station. In the event that the sink station is away from
the Cluster Head (CH), energy consumption will be raised and
it can diminish the lifetime of WSN. To overcome these, the
PSO strategy is realized with this protocol to achieve the most
astounding lifetime of WSN. PSO is used to augment the
adaptable and energy efficiency. It is definitely not difficult to
complete and the change estimation rate is to a great degree
rapidly. PSO technique is used to improve the lifetime per-
formance of the network. By using optimization technique, we
first create clusters and cluster head selection based on energy.
After this whole process data transfer begins for this node on
the shortest path. Authors in [14] showed that the clustering
using the firefly technique can be categorized into two types:
hierarchical and partitioned clustering, It has two methods: (i)
the agglomerative method consists of two or smaller clusters
merged into a large cluster (ii) the divisive method divides a
larger cluster into two or smaller clusters. The partitional
clustering tries to divide a set of disjoint clusters from the dg
set without forming a hierarchical structure. The prototfpe-
based partitional clustering creates cluster centers
further, it is used to classify the data set.

n [15], the authors discussed JFA at the ba
instead of FA. Among the population in every livi
there is diversity in quality and fitness. In gener:
members are not able to reach high-quality achie

situation records help to change t
the jumping process. This prog¥
(fireflies) to jump the option to
the status table, each and every fif
particular search spaasms
ies. Every firefly's
N searching phases.

ed in the present work.

optimization algonthm has been pro-
networks by forming energy- t clusters. This work mainly
focuses on cooperative sensing z
objective of the paper is to acq

ong all secondary users. The
fre accurate sensing information

with shortening sensing time, maximize the system reliability,
reduce the number of false alarms, and increase the detection
rate. The study presented in this paper analyzes Distributed
Swarm Optimized Clustering, distributed firefly optimized
clustering, and distributed jumper firefly optimized clustering.
The first method of D¥Sbuted Swarm Optimized Clustering

neighborhood distance [9]. J
velocity are evaluated accord
optimum global best positid
of DSOC is similar to the ge
drawback of slow conver
local searchability.
Firefly Optimized
DFOC is best knf

the new appropriate situation by the status
shows how to employ a Firefly algorithm to
Dynamic Spectrum Access (DSA) using energy-

PC. The DJFOC is having an optimal number of cluster
communication and a high probability of detection. The pro-
posed DJFOC compared its performance with DSOC and
FOC. The performance analysis of different optimization al-
gorithm for clustering in terms of convergence time, average
node power for different cluster numbers, PUs node power, SUs
node power, probability of false alarm, probability of detection
and probability of missed detection.

2 | PROPOSED CLUSTERING MODEL
FOR DYNAMIC CHANNEL ALLOCATION
IN COGNITIVE RADIO NETWORKS

The DSOC technique enables energy-efficient optimal clus-
tering based on the number of cognitive nodes maintaining a
fixed value of inertia weight W, cognitive factor C1 and social
factor C2 can’t be changed within a particular time. A small
inertia weight (W) enables a local search. Whereas a large
inertia weight enables a global search. DSOC provides a simple
linear mechanism and the best of master particles use the
objective function until an optimum global best position is
reached [16-20]. The most important drawback of normal
PSO is the fact that it has no proper communication between
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particles for merging. The study considers the size of 5 best
swarm particles at different position namely X1, X2, X3, X4
and X5 to form an organized cluster by following two-
dimensional search space. There are 100 normal particles
which can be moved towards their best swarm particle having
the best neighbor location with random velocity to form an
organized cluster in the least computation time. An individual
particle moves to its nearest best master particle. The move-
ment of a particle is in small/large distance depends on the
best particles. Initially evaluate the best fitness function of each
particle group which is directly proportional to best of master
particles such as Pbestl, Pbest2, Pbest3, Pbest4 and Pbest5.
Now, it compares the best neighbor location of all the master
particles. For example, if (Pbest3 < Pbest2) then master par-
ticle 3 group will merge with master particle 2 after commu-
nicating with master particle 2. Similarly, the iteration is carried
over to select the global best (Gbest) among the master par-
ticles. The global best master particle has been selected and is
sent to the data to the sink. Then it updates the position and
velocity of master particles from the distance of each particle
with other particles for every iteration [21-25].

Similarly, the DFOC technique enables enetrgy-efficient
optimal clustering based on the number of cognitive nodes,
with attractiveness factor 3, and absorption coefficient y. All the
design parameters maintain a fixed value and can't be changed
within a particular time. DFOC provides a highly nonlinear
attraction mechanism and light intensity of master fireflies using
the objective function. In the search space, the whole fireflies are
automatically subdivided into sub-swarms of fireflies and g
considers a size of 5 master fireflies at different position nagffely
X1,X2,X3,X4 and X5 to form an organized cluster by follofy
two-dimensional search space. There are 100 normal fire
that can be moved towards their brighter firefly haam
highest attractiveness with random velocity to form a
cluster in the least computation time. Individual fir

firefly group which is directly proportt
of master fireflies such as I1, 12,13, 14 an
the intensity of all the master fireflies. I

ation, is that the
position and clus-

fles. DSOC has slow convergence in
fexibility, and weak local search ability
PSOC and DFOC is that it

refined search spa
than DFOC. The main'8
can't memotize any history a8

To overcome this problem, W' devise our DJFOC technique;

see Figure 1. In the analysis, it 8nsists of a size 5 master fireflies

.'/‘ )

{0 Secondary Users(SUs)
. Primary User{PU}
* Master Fireflies(FFs)
* Jumper Fireflies(JFFs)

ity of master fireflies such as 11, 12, 13, 14, and 15.
ompare the intensity of all the master fireflies. For
2 < I1), then master firefly 2 group will merge with
fly 1 after communicating with master firefly 1.
I, the iteration is carried over to select a global best
among the master fireflies. Some of the master fireflies
ot come for merging. For example, if the master firefly (I4)
is not initiated from the size of 5 master fireflies, then it will
obtain the information from the status table. From the status
table, it is observed that all the current situation records are read
and it helps to change the new suitable situation by jumping
towards the highest brightness master firefly for example I1. The
new suitable situation performs firefly's re-initialization and
rearranging in a new position and then updates the status table,
which is known as Jumper Firefly (JFF). We update the position
and light intensity of master fireflies from the distance, the
attractiveness of each firefly with other fireflies for every itera-
tion. The master and jumper fireflies since the commonly
available channels and assign those channels to all its cluster
members. They also communicate with the selected global best
master firefly through the free channel. If PUs are not occupied
by commonly available channels in the clusters, then master
fireflies should provide access to the SUs that belong to the same
cluster. The primary and secondary users who reside in different
channels are represented by corresponding colors. To overcome
the multimodal optimization problems, different clustering of
master and jumper firefly groups are communicating to select a
global best master firefly. The global best master firefly to send
the data to the sink and then update the information to the status
table. The most important drawback of normal JFA is that there
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is no proper communication between fireflies for merging. The
main advantage of DJFOC algorithm is that at end of each
iteration, the clustering of every firefly knows the position and
clustering of all other fireflies. This behavior is the cognition
property of the DJFOC algorithm. DJFOC has increased the
speed of convergence by grouping the fireflies among multi-
users. Further, it can deal with multi-modal optimization prob-
lems very efficiently than other optimization techniques.

3 | FUNCTION OF PROPOSED DJFOC
ALGORITHM

Figure 2 shows the flowchart of the DJFOC. The distributed
sensor network in the study consists of N’ number of user
nodes and K’ is the predetermined number of clusters. The
function of DJFOC is as desctibed briefly below.

i. Generate the initial population of fireflies in the solution
space. Set §” elements to comptise K’ atbitrarily chosen
Cluster Heads (CHs) among all the suitable cluster head
candidates.

ii. Estimate the cost function of each user node: For each user
node point, 7; i = 1, 2,...,N. Estimate the distance
d(n;, CH, ) between each user node and all CHs point
position. The optimal number of clusters can be found by
the following equation [12],

K:[ N

——+0.5
dm/30 | }

nodes per unit area and d,,, is the maximum transmi
of CRSN nodes. Allocate each user node point

ensured at Base Station (BS) by th
[16]. The BS runs fitness function t
and minimizes the cost function.

cost=f, X f+

#t. Let B = 0.5, f; is the
maximum average of dista een the user nodes with
associated Cluster Heads (CHs@®and ’Cp’k} is the cluster par-
ticle p (i.e. the node). Functiod/5 is average node energy.

where (3 is the uset-

iv. In each cluster, we check the fitness function of each user
node and identify the light intensity associated with fireflies.
All the remaining nodes move towards the brighter firefly
with random velocity to form an organized cluster.

v. Improve the appropriate solutions by making the changes

to eligible situatiq d find the optimal solution by status

uation by the jumping
state then it wants to f

vi. i i Bity of fireflies from
the distance, 2
fireflies for

vii. Go to step ii

f for optimgfzation.
pglPer fireflies sense the available
us, we select the channel with high
the condition that the selected
used by the nearby PUs.

il

dfly flash primary purpose is referred to in [17] acts as a
stem for attracting other fireflies. The light intensity is
ely proportional to the squared distance and directly
proportional to the source intensity brightness; see below.

1) =2 5)

where I(r) is the light intensity at distance r and I is the source
intensity. Light intensity medium is calculated as follows:

I(x) = Ipexp(—y1?) (6)

where y is the medium absorption coefficient. To avoid sin-
gularity condition at r = 0 Gaussian approximation is evaluated
as follows:

1(r) = Toexp(—y22) = — 2 (7)

142

The firefly attractiveness factor f is directly proportional to
light intensity visited by the adjoining fireflies.

B = Boexp(-y™) (8)
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T If (any firefly is in hazard)
Imtla]l_ze _FA para?neters o el Put new position firefly stochastically
the objective function F(x;) Update the table status
l end
= = for i=1: All Fireflies
Initialize user nodes as Fireflies for j=1: All Fireflies
Xir = [X1, %z, o o +Xal 1| | if(1; > 1)
I Move Firefly i towards j in d-dimension
v end

Evaluate the fitness function of Attractiveness varies with distance r.

(—var)
SHChiML: e Ev:Iauate the new solutions
l Update light intensity estimation by
Determine the light intensity (1) of function
fireflies using the objective e“g
en

function F(x;)

!

Define the absorption coefficient

(va)

!

Status table observes all the current
situation records and helps to
change the new suitable situation by
the jumping process

|

maximum
Iteration?

es
available N
the

channel with hig

Base Station

®

FIGURE 2 Flowchart of the proposed DJFOC

where f3, is the attractiveness at r = 0. The 1;;
between any two fireflies (i and j) placed at x; and x; is givi

gorithm The pseudo code for DJFOC Algorithm
is described below:

Input:
f (x)-no.of fireflies
p=f (x)
g=0.9
a=0.2
Output:
Global best firefly
Step 1: Random node creation
Foreach {n;} {node($1i)}
{
d=d (n;, CHg, k)
Assign node n; to cluster head CHy x
where:
, d(ni, CHp, ) ="""vk=1,2..x(a(ni,cHp, x) }
fly current position, fye i (xj-x;) is }
actigh, ais the randomization Step 2: Channel selections
numbers distributed uni- foreach {ch} {CHL}
that Fireflies are ranked and {

The term x;
equivalent to the brig
parameter and rand() is the
formly in the interval [0,1]. Aftg

obtain the current best cost fi cluster($cl no) [list]
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foreach {cm} {Clustermember ($ch) }
{
cluster (Scl no) S$Scm
msgdisply (“Cluster Head selection”)
}
Step 3: To find the best cluster head
selection cost function
£,="""k=1,2, .., K {*vniecp,xd (ni, CHp, ) / Cp,x }

fo=sumgi—q,o, .., ny E(ny) /sumgioq,o, .., 5 E
(CHp,k)
fitness = f1*B+£2* (1- B)

Step4d: Fireflyattractivenesswithobjective
function
B (r)=Rgexp (-Yr™)
Step 5: Status tableupdation
while {$I!=Sp($i)} {
if (f (x)=hazard(true))
{
POs =$X pos*$x pos+$Sy pos*Sy pos
d=sqrt ($pos)
msgdisplay (“update statustable” + $nowlist
($1))
}
for {setil} {$i<=$p} {incr i}
{
for {set 31} {$j<=Sp} {incr j}
{
if {SEx($1)}<{Sfx(S$])}
{
B (r) //attractiveness
dLj=distance(xi,xU
I$d= (Sp) /1+Sg*pow ($d)2
fx;=8fxi+Sb* ($£fx($7)-S$fx ($1)+$
(rand(0,1)-0.5)
msgdisply (Vupdate status tablgl
}
}
}
Step 6: Maximum Iterations
Iter=Siter+1l
while ($Siter > $SMAX)
{
Sn($i) incr
}
Step 7: Reclusteringpr
If (firefly ($1)=true)
{
£($1)->8

Update the re-cluté
Repeated Steps 4, 5, 6

Yy process

4 | RESULTS AND DISCUSSION

In order to evaluate the performance of the proposed
DJFOC, an NS2 simulation study is carried out for CR
networks. The parameters used in the simulation study are
listed in Table 1. Fig shows the number of PU's and

primary user nodes, 90 segf and 1 com-

mon receiver (smk) node user node is

.C9 and PUs are 0,1,....9
environment. Each PU
10 channels and fortifi-

occupied by SUs M
in the NS2(Ver.

chooses any one

ws the performance comparison among
and DJFOC for CRSN Size Vs Average
Time. Cognitive Radio Sensor Network (CRSN)
pination of PUs and SUs. The CRSN size is a
Ohstraint while simulating in NS2. It affects the
ding time, node power and interferences. Hence main

e of this work is to reduce the crucial factors by
Bmission through only by the global ‘Gy,. node. As the
CRSN size increases, average converge time increases line-
arly. In the DSOC, the average converge time is 4.533 s for
the CRSN size of 20 and similatly, in the method of DFOC,
the average converge time is at 2.720 s. In the proposed
method of DJFOC, the average converge time is 1.943 s,
which is 2.590 s less than the DSOC method and 0.777 s
less than the DFOC at 20 CRSN sizes. If the proposed
DJFOC is having less converge time compared to DSOC
and DFOC at 280 CRSN sizes, the converging time of
DJFOC is better by 50.133 s with DSOC and 15.040 s with
DFOC. In this work maximum CRSN size of 280 is
considered.

Figure 5 shows the analysis between cluster number and
the average node power that was plotted. The graph shows
power observed for different cluster number from 2 to 28.
Average node power for CRSN is defined as the ratio of the
sum of the total energy of PUs and SUs to the total number of
nodes in clusters; often expressed in watt (W).

Average Node Power for CRSN is given as,

_ ZiN:1PUi (Energy) + ZiNzﬁUi(Energy)

Total number of nodes in clusters

(11)
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TABLE 1 Simulation parameters of optimized clustering techniques

Parameter Name Specification

Channel type Wireless channel

MAC layer 802.11

Network interface type Phy/Witeless Phy
Interface queue type Queue/Drop Tail/Pri Queue
Radio propagation model Two-Ray Ground
Antenna model Omni Antenna

Mobility model Random Way Point

Mobility speed 5m/s
Number of channels 10
Channel Bandwidth 6 MHz

fc,1 = 800 MHz fc,i+1-fc,i = 6MHz;
i=1,..9

Carrier Frequency

Data traffic model CBR over UDP

Data packet size 512 bytes
Data packet interval 0.0625 s
Routing protocol AODV

Simulation software NS-2, version 2.34

Simulation coverage area 1000 x 1000 m
Simulation time 131 s
Number of SUs 90

Transmission range radius of 150 m

SUs

method DJFOC, the power is 2421.
lesser than the DSOC method and 5

and DFOC. At cluster number
DJFOC is better by 64.59% wif
DFOC. This shows that there is
the proposed method compared

s in the cognitive
’d that the power

DSOC, DFOC and D PUgNumber Vs Average Node
Power. Average node powet s is defined as the ratio of
the sum of the total energy in I¥s to the total number of Pus
that is often expressed in watt¥(W).

Average Node Power for Pus:

_ 201 PUi(Energy)
Total number of PUs

(12)

As the number o gases, average node power in-

creases linearly. If more PUs arc S idered in the transmission
affect energy
0 primary user

nodes only are considered
200 m. In the DSOC, the pow®

1n the DFOC, the power is
Nower is constant at 740 uW/

_ ZiﬁUi(Eneng)
" Total number of SUs

(13)

the simulation, 90 secondary user nodes are considered
within the fortification range of 150 m. As the number of SUs
increases, average node power increases linearly. In the DSOC,
the power is constant at 759 pW for the primary users 11 to 15,
and similarly, in the DFOC, the power is at 753 uW. The
proposed DJFOC power is constant at 740 uW which is 2.50%
less the DSOC method and 1.72% less the DFOC. For the
proposed DJFOC, the power varies from 748.50 to
1584.50 uW, which is less than 3.04% to that of 13.36% with
DSOC and similatly, the power is less than 2.28% to that of
3.50% with DFOC. This shows that there is a power saving in
the proposed method of 10.137% compared to the DSOC and
2.801% with DFOC.

The single threshold detector performs well in cooperative
spectrum sensing networks by high detection probability with
less false rate. At the detection stage, the sensing error (noise)
in cooperative nodes over channel is removed with reliable
decisions. The detection performance of a spectrum sensing
technique can be evaluated using the probability of false
alarm, detection and missed detection [18]. Estimate the SNR
for the detection of received signal and decide output from
detection performance of spectrum sensing techniques. The
threshold A = 4 dB is based on the experimental results and
observations [19].
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FIGURE 5 Comparison of Cluster number Vs Average Node Power

model is performed by the probability of detection tech-
nique. that is, if A > SNR, Accept H = H; |H;

If threshold value A is less than SNR (the primary user over
channel is not detected ‘Hy’), then the hypothesis model is
performed by the probability of missed detection technique.
that is, if A < SNR, Accept H = Hy|H,
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FIGURE 6 Comparison of PU Number Vs Average Node Power

The implementation is carried out using MATLAB
R2013a. To determine whether the channel is being used by the
primary user, the detection test statistic of output Y is
compared with a predetermined threshold. Probability of false
alarm (Pp,) is the probability that the hypothesis test chooses
H; while it is in fact H,,.

I(m,A/2)

Ppa = P(Y > MH()) = I‘(m)

(14)

Probability of detection (Pp) is the probability thg
correctly decides Hy when it is actually Hy;

Pp=P(Y >AH) = Qm(ﬁavg, \/Z)

where 4 is the detection threshold, I'(.) is the compl&e gamma

average SNR, Q,,,() is the generalised Marcum
m = TW is the time-bandwidth product; congi
The equation for the probability

using ‘marcumq()’ function in Matlab,

2000

—P-DJFOC

1800 ~¥~-DFOC | . : : o
-o-DSOC : -

Average Node Power (UW)
e N &
Q (=] Q Q
& 6 6 6

800
1

BCIQI

FIGURE 7 Co

(i.e.) igamma(a)
The objegtive o

= Pr(Signal is not detected|H;) (19)

s the performance comparison among
and DJFOC for Probability of False Alarm Vs
#igy of Detection in Receiver Operating Characteristics

apility of detection is optimum when the Pga value
is > 0.1 compared to DSOC and DFOC. The probability of a
SU falsely decides a PU access over the channel in the spec-
rum band. Thus, the SUs missed the opportunity for efficient
channel utilization. It is observed that DSOC and DFOC
provide poor channel utilization by SUs.

Figure 9 shows the performance comparison between the
DSOC and DFOC with DJFOC for Signal-to-Noise Ratio Vs
Probability of Detection. The performance of detection is
assumed that SNR varied from 0 to 30 dB values and the
probability of false alarm is 0.1. As the SNR value increases,
the probability of detection will increase linearly and reach
constant of ‘I’. In a CR network, higher probability of detec-
tion corresponds to less interference with PUs. In the pro-
posed method of DJFOC, the detection probability is about
‘0.888” compared to DSOC and DFOC when SNR is at ‘0 dB’.
The Probability of a SU correctly decides PU access over the
channel and it improves the efficient channel utilization. The
DJFOC curve is converged to maximum probability of
detection faster compared to DSOC and DFOC.

Figure 10 shows the performance comparison among
DSOC, DFOC and DJFOC for Probability of False Alarm Vs
Probability of Missed Detection. As the probability of false
alarm rate increases, the probability of missed detection rate
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FIGURE 9 Comparison of Signal-to-Noise Ratio Vs
Detection

decreases gradually for the comple curve of RO
The channel is active in the Pus, but
primary transmission. This causes harm

PUs and SUs. In the DSOC method, Py, value re t 1

the DFOC, Py value remains a
and reaches ‘1’ linearly. In the p
Pup value is ‘17 when Ppa value i
is better in

detecting  the o its availability

Dynamic clustering proves
used for optimization. The obtg
is an efficient algorithm for cl

tviduality of the algorithms
ed results show that DJFOC
ering in power saving and best

09.'9"0300 .................................
& 0
S —4-DFOC _ : :
g 0.8H = DIFOC [ i O R B o
g 1)y O S

FIGURE 10 Comp
of Mjssed Det

th high brightness value and obtained best
g the cluster members, with a faster converging time

L proposed algorithm uses different clustering of master
jumper firefly group in communicating to select a Gpeg
Ster firefly with least clustering node power.

e DJFOC is efficiently improving the converging rate by

grouping clusters, which can observe all the current situ-

ation records and help to change the new suitable situation
by the status table.

iv. The probability of detection is optimum in the proposed
DJFOC with Ppy value above ‘0.1’ and SNR is above 5dB
compared to DSOC and DFOC.

v. The proposed DJFOC is better in detecting the primary
transmission compared to DSOC and DFOC (e.g at
Py = 0.7, Pp = 0.267 and Pyp = 0.733).

Hence the performance analysis shows that there is 92.23%
reduction in the proposed method compared to the DSOC and
72.61% with DFOC. DJFOC is better by 2.167% compared to
the DSOC and 1.162% with DFOC in PUs average node power.
Similarly, DJFOC is better by 10.137% compared to the DSOC
and 2.801% with DFOC in SUs average node power. Therefore,
the proposed optimization technique can be used to save
transmit power with the shortest distances and achieve energy-
efficient clusters while restricting interference to primary users.
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