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Abstract 

Neural Networks (NN) have been the forefront of growth in recent years due to their variety, the opportunities they provide and 
most importantly their dynamic nature. A control system for catering robots for path planning is proposed with the help of neural 
networks as a comparative study. Various parameters such as training time, performance of the network, forecasted distance are 
considered after iterating to obtain the optimal dataset using Probabilistic Roadmap (PRM) algorithm. Approximately 36% 
improvement in forecasted distance was obtained using neural networks when compared to the traditional PRM algorithm. 
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1. Introduction 

The world is moving to the age of robotics and automation. With increasing focus on reducing human 
involvement in mundane tasks, improved algorithms for controlling robots are vital for a wide array of applications. 
A recently growing trend is the use of robots in catering as waiters as shown by Chen et al. [1]. These usually use 
programmable logic controllers used by Lama [2] which are not optimized for a dynamic environment such as a 
restaurant.  

 
Neural networks find application in various fields such as disease detection [3], e-mail and website 

classification[4], welding saturation control [5], load forecasting [6] etc. These utilize the model-free behavior of 
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neural networks on situations with extensive data to arrive at optimum results. Neural network based path planning 
for mobile robotics is a very viable field as seen in Hong [7].  

   
Robots for catering require various features such as stability, communication interface, obstacle avoidance and 

path planning. With extensive research existing for the other features, path planning offers a new avenue for 
development. Various path planning algorithms have been compared for realistic indoor application in the past as 
seen from Pol [8], Galceran[9] and neural networks have been shown to be a viable alternative to traditional 
methods by Ren et al [10], Li [11]. 

 
In this paper the use of heuristic neural network algorithms for robot catering application was compared. Belgith 

et al showcased the use of various neural network algorithms with existing path planning algorithms such as 
Probabilistic Roadmap(PRM)[12] using a MATLAB simulation. Results showed the efficiency of Levenberg 
Marquardt algorithm for this application based on the parameters considered. A wider assortment of neural networks 
is considered to validate this for a dynamic application considering the performance of networks.  

2. Path Planning 

2.1. Waypoint generation 

Waypoint generation was required to generate the paths which can be used to train the neural network. Initially a 
binary map had to constructed which marked each location in the map as passable or obstruction. A fixed starting 
point was chosen for all the iterations but random end points were generated for which path was decided based on 
Probabilistic Roadmap (PRM) algorithm. PRM requires the user to specify the number of nodes and the connection 
distance between them as it works by randomly placing nodes into the free space in the map and connecting them to 
create a path. With high number of nodes and connection distance the PRM solution will be very accurate but will 
require impractical computational power. The minimum number of nodes and connection distance required to 
complete the path was considered by increasing the number for particular instance if necessary. The final output was 
a two dimensional matrix consisting of the path which was vectorized and stored to create the dataset. 

 

Figure 1: Flowchart 
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2.2. Neural Network Mathematical Modelling 

Neural networks can be broadly classified on functionality for pattern recognition and function approximation 
and the networks are optimized for it. The weight function update equations which give the coefficients of the 
neural network models are given for the nine different neural networks which were considered to forecast the path 
of the catering robot .  

2.2.1. Levenberg-Marquardt Algorithm 
This algorithm is efficient for small datasets in fitting applications as it avoids the calculation of the Hessian matrix 
by approximating it through Jacobians. [13][14] 

 Xk+1 = Xk − [JTJ + μI]−1JTe   (1) 
where J =Jacobian Matrix, e = vector of network errors, μ is a scalar 

2.2.2. BFGS quasi-Newton backpropagation 
The BFGS algorithm requires more computation as it calculates and stores the hessian matrix and is applied to small 
datasets. It usually converges in lesser iterations.[15] 

 Xk+1 = Xk − 𝐴𝐴𝑘𝑘
−1𝑔𝑔𝑘𝑘  (2) 

where 𝐴𝐴𝑘𝑘
−1𝑔𝑔𝑘𝑘 is the Newton’s direction for weight update 

Figure 2: Probabilistic Roadmap 
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2.2.3. Resilient Backpropagation 
Multilayer neural networks utilize sigmoid transfer functions to a compress the inputs into a finite output range. 
This causes only small changes in weights due to partial derivatives so that the network doesn't converge. Resilient 
backpropagation eliminates this by determining just the direction of weight update through partial derivative hence 
it requires lesser memory.[16]  

 𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑.∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑔𝑔𝑔𝑔)  (3) 
where 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =derivative of performance, 𝑔𝑔𝑔𝑔 = gradient, 𝑑𝑑𝑑𝑑 = change in weight 

2.2.4. Scaled conjugate gradient backpropagation 
Basic backpropagation algorithms update weights on the basis of negative of gradient but that doesn't necessarily 
converge quickly. It implements a combination of model-trust region approach using in Levenberg-Marquardt 
algorithm with conjugate gradient approach and requires many intermediate updates.[17] 
 
 𝑋𝑋𝑘𝑘+1 = 𝑋𝑋𝑘𝑘 + 𝛼𝛼𝑘𝑘𝑝𝑝𝑘𝑘  (4) 
where 𝑝𝑝𝑘𝑘 =search direction, 𝛼𝛼𝑘𝑘 = scalar coefficients 

2.2.5. Conjugate gradient backpropagation with Powell-Beale restarts 
Conjugate gradient algorithms require the direction of the gradient to the set at specified intervals. This method 
proposes the restart only when there is little orthogonality change in the gradient.[18][19] 

2.2.6. Conjugate gradient backpropagation with Fletcher-Reeves updates 
Fletcher-Reeves algorithm involves determining the optimal distance such that searches are conjugates of each other 
by a parameter β.[20] 
 
  𝑋𝑋𝑘𝑘+1 = 𝑋𝑋𝑘𝑘𝛼𝛼𝑘𝑘𝑝𝑝𝑘𝑘  

 𝑝𝑝𝑘𝑘 = −𝑔𝑔𝑘𝑘 + 𝛽𝛽𝑘𝑘𝑝𝑝𝑘𝑘−1  (5) 

 𝛽𝛽𝑘𝑘 = 𝑔𝑔𝑘𝑘
𝑇𝑇𝑔𝑔𝑘𝑘

𝑔𝑔𝑘𝑘−1
𝑇𝑇 𝑔𝑔𝑘𝑘−1

  

where 𝛽𝛽𝑘𝑘= Fletcher Reeves parameter 

2.2.7. Conjugate gradient backpropagation with Polak-Ribiére updates 
Polak-Ribiere updates is another conjugate gradient backpropagation algorithm similar to the Fletcher-Reeves with 
a different parameter β.  

 𝛽𝛽𝑘𝑘 = ∆𝑔𝑔𝑘𝑘
𝑇𝑇𝑔𝑔𝑘𝑘

𝑔𝑔𝑘𝑘−1
𝑇𝑇 𝑔𝑔𝑘𝑘−1

   (6) 

2.2.8. One-step secant backpropagation 
It is an extension of the BFGS algorithm to decrease the storage and computation by performing a secant 
approximation and assuming that the hessian matrix is an identity matrix in each iteration. It implements a 
combination of conjugate gradient algorithm with quasi-Newton algorithm.[21] 
 
 𝑑𝑑𝑑𝑑 = −𝑔𝑔𝑔𝑔 + 𝛼𝛼 ∆𝑋𝑋𝑘𝑘−1 + 𝛽𝛽 ∆𝑔𝑔𝑋𝑋𝑘𝑘−1  (7) 
where ∆𝑋𝑋𝑘𝑘−1 = change in weights in previous iteration, ∆𝑔𝑔𝑋𝑋𝑘𝑘−1= change in gradient in previous iteration 
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2.2.9. Gradient descent with momentum and adaptive learning rate backpropagation 
This algorithm implements a gradient descent with momentum which prevents the networks from getting stuck in a 
shallow local minimum.  
 𝑑𝑑𝑑𝑑 = 𝑚𝑚𝑐𝑐 ∆𝑋𝑋𝑘𝑘−1 + 𝑙𝑙𝑙𝑙 ∗ 𝑚𝑚𝑐𝑐 ∗ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑   (8) 
where 𝑚𝑚𝑐𝑐= momentum coefficient, 𝑙𝑙𝑙𝑙 = learning rate, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = derivative of performance 

3. Results and Discussion 

The waypoint generation PRM algorithm was performed for multiple number of datasets ranging from 100 to 
10000, with number of nodes between 10 to 200 and with inter nodal distance ranging from 5 to 100. The 
computational requirements which are comparable with neural networks yielded a result at 2000 datasets with initial 
value of 20 nodes and maximum nodal distance of 10 without overfitting. 

The parameters considered for comparison of the neural networks were total distance to be traversed, computational 
time and performance gradient. These parameters were chosen over other possible methods such as chi-squared 
statistical analysis or confusion matrix as they were not ideal to compare various neural networks in catering 
application requiring path planning.  

 
Variable learning rate backpropagation and Fletcher-Powell conjugate gradient approaches were the least 

suitable for this purpose. This is due to the higher memory requirements of variable learning rate algorithm and it’s 
specific nature to complex situations. These algorithms work best in situations having the highest number of 
weights which is not required in the given situation. 

 
BFGS-Quasi Newton, Resilient Backpropagation, Scaled Conjugate Gradient, Conjugate Gradient with 

Powell/Beale restarts and Polar-Ribiere Conjugate Gradient provide nearly identical results with respect to 
performance and distance. Levenberg-Marquardt and One step secant are the best for a catering robot as they give 
the best results with smaller number of weights with high performance.  

 
Also on comparison with the PRM benchmark, the neural network results produce a smoother output curve 

which avoid sharp turns and adapts easily to dynamic data providing a 36% improvement on distance. Thus 
Levenberg Marquardt algorithm is shown to be the ideal choice for a neural network based path planning. 

Figure 3: Forecasted path using Levenberg-Marquardt algorithm Figure 4: Distance Comparison 
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Table 1:  Parameters 

Sl no Algorithm Training time(s) Performance Distance 

1 Probabilistic Roadmap 02:00 - 35.8980 

2 Levenberg-Marquardt 00:34 13.6518 22.6859 

3 BFGS Quasi-newton 00:11 13.6613 23.1070 

4 Resilient backpropagation 00:10 12.7808 23.0782 

5 Scaled Conjugate Gradient 00:03 13.2856 23.1681 

6 Conjugate Gradient with 
Powell/Beale Restarts 

01:31 12.5787 23.3231 

7 Fletcher-Powell Conjugate 
Gradient 

00:44 31.8634 180.6451 

8 Polar-Ribiere Conjugate 
Gradient 

01:27 12.5758 22.9435 

9 One Step Secant 01:20 15.0973 22.5731 

10 Variable Learning Rate 
Backpropagation 

00:04 127.7452 155.8027 

4. Conclusion 

With the increased requirements of robust control algorithms for ever increasing applications of robots, neural 
networks appear to be the way forward. Out of all the algorithms tested for these randomized datasets with small 
amount of hidden layers, Levenberg-Marquardt algorithm proved to be the fastest to converge while providing 
optimum results consistently. Path planning using neural networks includes the possibility of making dynamic 
datasets so that the system can adapt to new changes in the system. Further modules can be added to the path 
planning system to achieve object avoidance, and self-balancing to make the complete system functional. 
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