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Abstract 
 

Machine learning is the worldwide recent research technique for various systems as they are intelligent enough to find the solution for 

classification and prediction problems. The proposed work is about a hybrid genetic fuzzy algorithm that performs an optimal search as 

well as classification upon uncertain data. The data which is uncertain is suitable for fuzzy classifiers to predict the disease. The hybrid 

genetic fuzzy system applied on the attributes selects relevant attributes. The selected attributes are fed into the fuzzy classifier. The 

fuzzy rules are again generated using genetic algorithms. This algorithm is applied on three of the important and bench marking data sets 

taken from the UCI machine learning repository. The heart disease, Wisconsin breast cancer and Pima Indian diabetes datasets produce 

classification accuracy as 89.65%, 99.5% and 88.93% respectively. In this article there is a comparative study on few of the feature selec-

tion and feature reduction techniques. 
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1. Introduction 

Disease diagnosis is a task that determines the disease or condition 

that a person has in the form of signs and symptoms. It is of 

course a very challenging task for the medical practitioners. Some 

of the diagnostic methods are inspection, interrogation and palpa-

tion [1]. There are various tools and techniques available for dis-

ease diagnosis. Among these tools and techniques, the experts’ 

knowledge about the field creates a strong impact of the diagnosis. 

Human knowledge plays a vital role in disease diagnosis. Experts 

are the health care professionals like the physicians, optometrists, 

chiropractors, dentists, podiatrists and so on. Computers aid these 

professionals for correct disease diagnosis. These professionals 

use their experience in recognizing a pattern of clinical character-

istics [2]. 

Medical data mining and knowledge discovery is a relatively 

young and growing field that attracts many researchers [3]. Even 

though there are challenges that hinder the mining process, disease 

diagnosis is still an ever green field of study. The data obtained 

from the patients is the resource for medical data mining process. 

The critical task is to identify the pattern that is hidden within the 

data and help in differentiating the signs and symptoms between a 

healthy and a sick person.  

Modern diagnostics tools and techniques that make use of the 

intelligent diagnosis have paved the way for effective healthcare 

systems. Intelligent machines help the pathologists to predict and 

classify the diseases. The soft computing techniques like the Ge-

netic Algorithms (GA), neural networks, and Fuzzy Logic (FL) 

have been extensively used in the medical field for disease diag-

nosis[4] [5].  

 Genetic algorithm is a widely used technique for optimization. 

This algorithm helps to generate a solution for the problems whose 

solution space is very large. For instance, problems like traveling 

sales man problem, job scheduling problem, etc., [6] [7] [8] have 

been solved using genetic algorithms. Genetic algorithm is an 

iterative stochastic searching technique that works on the data 

called as population. The individuals into the population become 

better and more efficient in the successive iterations thereby 

providing an optimal solution to the problem [9]. 

Principal Component Analysis (PCA) is an important analysis for 

many numbers of problems in the medical data mining [10] [11]. 

It has been extracted from applied linear algebra. This analysis 

helps in bringing down the higher-dimensional data into lower 

dimensional data called principal components or artificial varia-

bles. The number of components extracted can be equal to the 

number of observed variables. The extracted components can 

further be used for classification of data. Even though the original 

data is reduced the variation present in the sample (Correlation 

between the variables) is not reduced. Linear Discriminant Analy-

sis (LDA) [12] [13] is a classification method that performs pat-

tern recognition using the discrimination between within and other 

class features.  

Fuzzy logic is a system that allows partial truth to an object apart 

from the crisp value like either true or false. Partial truth can be in 

the range 0 and 1 thus permitting a human way of thinking and 

solving problems [14]. Fuzzy logic systems help to solve 90% of 

the problems in the control field. Fuzzy logic provides a fuzzy set 

which expresses the degree of membership of an element in the 

set. The element is capable of holding a membership value be-

tween 0 and 1. Fuzzy inference system has attracted many re-

searchers for classification and prediction of diseases as it is capa-

ble of handling uncertain data [15] [16] [17]. 
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2. Realted works 

In the paper on image analysis and disease diagnosis the authors 

have compressed the medical images and have used a hashing 

technique to match the incoming image with the other images 

available in the database, thereby diagnosing the disease [18]. The 

work on Alzheimer’s disease detection performs feature extraction 

based on the anatomical differences. The methods namely vocal 

based morphometry and deformation based morphometry have 

been used. The Lattice computing K-NN classifier has been ap-

plied using 10 fold cross validation produces an accuracy of 84% 

[19]. Researchers have done dimensionality reduction using corre-

lation feature selection as well as CHI squared selection for the 

lung cancer disease diagnosis. The experimental study shows 

about 16 classifier models in which the radial basis function net-

work, Naïve bayes, Naïve bayes updateable, and multiplayer per-

ceptron produces a maximum accuracy of 90.24% for the former 

and the multilayer perceptron produces an accuracy of 90.24% for 

the latter dimensionality reduction methods [20] .  

A predictive model for the lung cancer based on structural and 

physiochemical properties of proteins using data mining models 

was carried on and the used gain ratio for ranking the relevant 

features and correction feature selection for subset selection pro-

ducing a hybrid feature selection method and further classified 

using the Bayesian network classifier. The produced accuracy was 

87.6% [21]. Principal components analysis as the feature extractor 

for diagnosing heart disease is one of the stages in the paper [22]. 

 The features extracted were considered for classification using 

support vector machine (SVM). Their proposed method has given 

the classification accuracy over the range 91.7% to 99.8% for 

various types of heart-related diseases. The have taken the heart 

beat classification system for predicting the ECG signals [23]. 

They have proposed a 3 stage model that helps in predicting the 

presence of heart disease. They are: firstly, to de-noise the signal 

data using multi scale principal components analysis, secondly to 

extract the important subset of features using auto regressive mod-

eling and thirdly to classify the data using various classifiers 

namely SVM and K-NN. The experimental results show that the 

model that has been developed using the multi scale principal 

components analysis and auto regressive modeling produced an 

accuracy of 99.93%.  

The work is carried on chronic kidney data set considering the 

missing value attributes and classifiers applied [24]. The work has 

proven the effectiveness of computerized processing of ECG sig-

nals for heart disease diagnosis. They have used PCA for features 

extraction and SVM for classification [25]. The prediction accura-

cy is more promising and effective with the sensitivity and speci-

ficity as 99.93% and 100% respectively. 99.96% are the final ac-

curacy of their proposed method. Fuzzy classifier implemented for 

the predicted of arrhythmias in patients with the help of ECG sig-

nal patterns is the proposed work. Genetic algorithm has also been 

implemented for better accuracy. The obtained accuracies with 

and without genetic algorithm are 98.67% and 93.34% respective-

ly [26].  

3. Methodology 

3.1. Feature selection using genetic algorithm 

Feature selection in the field of bioinformatics eliminates irrele-

vant features from the medical data and chooses the features that 

appropriately help for classification and prediction especially in 

gene selection, micro array analysis and disease diagnosis [27]. 

Genetic algorithms are the much prominently used evolutionary 

models that help in selecting the features that contribute more for 

the classification and prediction in intelligent systems. These algo-

rithms find their role in learning and evolution combined to pro-

duce an optimal solution from a wide solution space. As genetic 

algorithm is an appropriate choice for feature selection the pro-

posed work has taken into account the effective usage of features 

individually and also as groups. The choice of selecting the best 

rules is also handled using genetic algorithms. Irrespective of the 

domain genetic algorithms are capable of identifying important 

features. 

Genetic algorithms involve five important components like: 

• Evaluation function 

• Selection operator 

• Crossover operator 

• Mutation operator  

• Chromosome representation 

The evaluation function for our approach is given in equation (1). 
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TW is the total weights of the samples. 

The table (1) gives the values of the genetic operators used for the 

proposed work. 

 
Table 1: Genetic Operators Value 

S. No Genetic Operator Value 

1 Selection Roulette Wheel selection 
2 Crossover 0.85 

3 Mutation 0.025 

4 Chromosome representation Real numbers 

3.2. Decision tree for feature selection 

Decision trees are simple and easy to understand. The decision 

tree helps to select important and relevant features using the 

measures like entropy and information gain [28]. The entropy 

measure or the expected information based on the partitioning into 

subsets by A, an attribute in the dataset can be calculated using the 

equation (2). 
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Here in equation (2), E (A) is the entropy, term
s

SS mjij  ...  acts as 

the weight of the jth subset and it is the number of samples in the 

subset divided by the total number of samples in the set S. The 

entropy values decide the accuracy and purity of partitioning the 

set into subsets. For a subset Sj equation (3) helps to find the ex-

pected information, I. 
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Where 

Sj

Sij
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 is the probability that a sample Sj belongs to class Ci. 

Thus the information gain of an attribute A can be evaluated using 

equation (4). 
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Based on the Gain value of each and every attribute the tree is 

split. The figure (1) represents the decision tree generated for the 

heart disease dataset. 
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Fig. 1: Decision Tree – Heart Disease Data Set. 

 

3.3. Dimensionality reduction using PCA and LDA 

Principal component analysis and linear discriminant analysis are 

good ways of feature extraction techniques which can be used for 

pattern recognition, machine learning and statistics. The proposed 

work has taken both of these techniques separately first and to-

gether next for feature extraction. 

3.4. Principal component analysis 

The principal component analysis helps to convert the correlated 

variables into linearly uncorrelated ones. These uncorrelated vari-

ables are called as principal components. These components can 

be reduced based on the arrangement of the Eigen values and vec-

tors. The heart disease dataset contains the data that has been pro-

jected using a box plot as in figure 2. Figure 3 projects the first 

and second principal components of the heart disease dataset. 

 

 

 
Fig. 2: Box Plot – Attributes. 
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Fig. 3: Principal Components. 

 

3.5. Linear discriminant analysis 

LDA is a supervised classification model that performs the task to 

find the base vectors that contribute more towards the class label. 

A linear projection of the sample data gives the base vectors as 

they are orthogonal to each other. LDA when compared to other 

statistical methods proves to provide maximum separation be-

tween the features belonging to different classes thereby paves a 

way for the solution.  

3.6. Classification using fuzzy classifier 

Fuzzy classification involves fuzzification, fuzzy inference, fuzzy 

rule generation and finally defuzzification. The proposed work 

considers the fuzzy region as labels in the range from 3 to 11 with 

a step value of 2. Fuzzy inference engine with the knowledge base 

provides a correct mapping between the input and output. The 

knowledge base has been developed with the help of the data 

available. Every record is considered. When these records are 

analyzed using genetic algorithm a few of the records fall in the 

solution space thereby reducing the number of rules. The proposed 

work represented in figure 4. 

 

 
Fig. 4: Proposed Work. 

 

 

Disease 

Dataset 

 

Feature extraction 

(Or)Feature selection 

Fuzzy classifier 

PCA GA 

PCA+LDA 

LDA DT 

GA+DT 

GA for Rule Se-

lection 

Classification 

satisfactory? 

NO 
NO 

YES 

Get the 

Attributes 

and rules 



International Journal of Engineering & Technology 83 

 
 

4. Datasets 

4.1. Heart disease dataset 

In case of heart disease the features are the attributes in the da-

taset. The attributes provide values related to the patient’s history 

like age, sex, cp-chest pain types, trestbps-resting blood pressure 

in mmHg, cholesterol in mg/dl, fbs-fasting blood sugar in mg/dl, 

restecg-resting ECG result, thalach- maximum heart rate achieved, 

exang-exercise induced angina, oldpeak, slope, ca- number of 

major vessels colored by fluoroscopy and thal.  

4.2. Breast cancer dataset 

Wisconsin breast cancer dataset taken from UCI machine learning 

repository is the second dataset considered. The set contains 699 

instances with 16 instances containing missing values. As the 

missing entries are comparatively lesser in number they were 

eliminated in the beginning. Excluding the class label there are 9 

attributes like clump thickness, uniformity of cell size, uniformity 

of cell shape, marginal adhesion, single epithelial cell size, bare 

nuclei, bland chromatin, normal nucleoli and mitoses. The values 

are in the range from 1 to 10.  

4.3. PIMA Indian diabetes dataset 

Pima Indian diabetes dataset is the third dataset considered for this 

work. There are 768 instances available in the dataset. The total 

number of input attributes is 8. The attribute headings are number 

of times pregnant, plasma glucose concentration, diastolic blood 

pressure in mm/Hg, triceps skin fold thickness in mm, 2-Hour 

serum insulin in U/ml, body mass index in kg/m, diabetes pedi-

gree function and age in years. 

4.4. Experimental results with fuzzy classifier 

The experimental results in terms of accuracy are tabulated in 

table 2. FE1 and FE2 are Feature Extraction 1 and Feature Extrac-

tion 2 respectively. FS1 and FS2 are Feature Selection1 and Fea-

ture Selection 2 respectively. The proposed work is represented as 

GA2+Fuzzy. GA2 means GA applied twice in the work. Table 3 

shows the comparative analysis with contemporary work and pro-

posed model shows optimized accuracy. 

 

 
Table 2: Accuracy of Proposed Work 

S.No Disease Dataset 
PCA 

(FE1) 

LDA 

(FE2) 
(FE1+FE2) GA (FS1) DT (FS2) (FS1+FS2) GA2+Fuzzy 

1 
Cleveland Heart 
Disease data 

88.50 86.50 89.00 88.00 89.00 89.45 89.65 

2 

Wisconsin 

Breast Cancer 
Data 

96.45 96.00 98.75 96.66 97.00 98.88 99.50 

3 
Pima Indian 

Diabetes data 
84.45 83.27 85.75 86.50 87.90 88.00 88.93 

 
Table 3: Comparative Analysis 

S No Disease Paper &method &year Accuracy 

1 Heart disease  MARS-LR, RS-LR[4] 83.93 

2 Heart disease Neural network ensemble [6] 89.01 

3 Heart disease PCA+ANFIS[10] 96.00 
4 Heart disease GA2+Fuzzy* 89.65 

5 Breast Cancer RS –SVM[11] 96.87 

6 Breast Cancer AR-NN[13] 95.60 
7 Breast Cancer AMMLP[16] 99.26 

8 Breast Cancer GA2+Fuzzy* 99. 50 

9 Breast Cancer SMO[18] 96.14 
10 Diabetes LDA-ANFIS [7] 84.61 

11 Diabetes GA2+Fuzzy* 88.93 

* Results of Proposed Work. 

 

5. Conclusion 

The proposed work compares the dimensionality reduction in 

terms of feature extraction and feature selection. Feature extrac-

tion has been performed using principal component analysis and 

linear discriminant analysis. The feature selection has been im-

plemented using genetic algorithm and decision tree method. The 

accuracy of the system has been improved when feature selection 

and rule selection using genetic algorithm was implemented. It is 

observed that feature selection using genetic algorithm with the 

fuzzy classifier produces better results for the diseases considered 

throughout this work. The proposed work is named as a hybrid 

technique that uses genetic algorithm for two tasks. Primarily used 

as an attribute selector that filters the relevant and efficient fea-

tures that help for better accuracy in classification. It is used as a 

rule selector that filters the rules required for classification. Thus 

the proposed work is a useful resource for medical mining, espe-

cially for disease diagnosis. 
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