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Abstract: Mobile Ad-hoc NETwork (MANET) is a prevalent deployable network for 

easy plug-in and it is widely applied for many real time scenarios. Clustering is a 

well known solution for efficient communication among nodes with least control 

overheads. The communication link breaks between nodes when a node moves 

beyond the transmission range of another node because of mobility. Frequent link 

breaks happen because of nodes mobility which cannot be controlled without 

increasing the network control overheads. The authors propose an Mobility 

Adjustment Routing (MAR) routing algorithm for establishing a stable path between 

the source and the destination. In this approach the choice of cluster heads based 

on the smallest weight age, node mobility and remaining battery power are used as 

a metric for weight computation. The cluster head and the gate way nodes forward 

RREQ packets to set up a path between the source and the destination which proves 

efficient communication, before forwarding a RREQ packet cluster the 

head/gateway node compares its mobility value with RREQ and updates the least 

value in RREQ. The destination node advertises the least mobility value to the 

remaining nodes in the path with the help of RREP packet, therefore stable paths 

are found without increasing the network control overheads. The simulation results 

done with the help of network simulator 2 show that the algorithm proposed 

performs well even at higher traffic load compared to existing algorithms. 

Keywords: MANET, MAR, WCA, WBCA, GDMAC, LID. 
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1. Introduction 

Mobile nodes collectively form a Mobile Ad-hoc NETwork (MANET), which 

communicate over radio. MANET’s are very flexible networks and do not need any 

central administrator or an existing infrastructure for communication. They transmit 

data directly to the nodes that are in their transmission region out of the region 

nodes reached with the help of intermediate nodes. The nodes not only behave like 

a host, they are capable to send packets to other nodes with the help of intermediate 

nodes, therefore this type of networks are also called multi-hop ad hoc networks [1]. 

The topology is dynamically changed due to nodes mobility which affects the data 

transfer rate. Designing an efficient on demand routing protocol for delivering 

packets to the destination is a crucial issue in MANET.  

Finding a route between the end points is the main problem in MANET 

because of nodes mobility. Different approaches are available in literature that 

handle this problem, but none of them fits for all the cases.   

In this paper we present a new approach − Mobility Adjustment Routing 

(MAR) to handle the node mobility without increasing the control overheads. The 

least mobility value was found during the route discovery process and updated 

during the route replay to increase the life time of a path. 

The rest of the paper is organized as follows. In Section 2 we present the 

basics and the work done in similar areas. In Section 3 we discuss the weight 

calculation for cluster heads and cluster formation. In Section 4 we present the 

proposed algorithm in details. Section 5 discusses the stability of MAR protocol. 

Subsequently, in Section 6 performance analyses through simulations are presented. 

Finally Section 7 concludes the paper. 

2. Basics and related works 

2.1. Basics 

Several routing protocols have been proposed [2-7], based on the routing 

information update mechanisms [8]. The routing protocols are broadly classified as 

proactive (Table Driven), reactive (On demand) and hybrid routing.  

Proactive routing protocols, such as OLSR [3], DSDV [2] maintain up-to-date 

routing information in the form of a table. The node mobility causes frequent 

topology changes in ad hoc networks. These changes are often updated in the 

routing table to keep the up-to-date topology information, which increases control 

overheads; therefore proactive routing protocols are not suitable.  

On-demand routing protocols, such as AODV [4] and DSR [5] discover the 

route whenever needed, they discover the route by flooding a RREQ packet to all 

neighbours. Each neighbour node blindly broadcasts RREQ until it reaches the 

destination which leads to a broadcast storm problem. If N nodes are present in the 

network, then the number of broadcast packets is equal to N − 2.  

Features of both proactive and reactive protocol are merged to form the hybrid 

routing protocols [6-8] which use a proactive approach within the zone and on-

demand approach across the zone.  
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Clustering controls the flooding of RREQ packets, therefore it reduces the 

control overheads. Clustering is the process of grouping the nodes into small 

groups, each group consisting of a cluster head, cluster member and gateway nodes. 

The cluster heads and gateway nodes allowed to send RREQ packets to the rest of 

the nodes, can listen to RREQ packet but they cannot send it to other nodes. 

2.2. Related works 

The concept of clustering initially proposed in [9], many clustering algorithms are 

found in literature and most of them follow the greedy approach. The minimum 

number of cluster heads [10-13] reduces the end-to-end delay and congestion and 

the cluster stability is improved by minimizing the cluster head election process [14, 

15]. The node having the lowest ID [14] is selected as a cluster head and will keep 

its place until none of the nodes having the lowest cluster ID when compared to it 

leads to a faster energy drain in the cluster head and reduces the network life time.  

The cluster head is selected based on the degree of connectivity [10] to its 

neighbours. If the degree of connectivity is high, then the node is selected as a 

cluster head. Topology changes of the ad hoc network leads to the cluster head 

selection. 

The mobility metric based algorithm [16] proposes the node, having the least 

mobility to be selected as a cluster head which improves the cluster stability and 

network stability, the process of calculating the relative mobility for each node 

degrades the network performance.  

Distributed Mobility Adaptive algorithm [17] eliminates the problem of non-

mobility of the host during cluster setup and maintenance. When two cluster heads 

are within the transmission region of each other, the cluster head with the lowest 

weight is forced to resign its role and it will act as a member to the other head that 

leads to reduction of the clustering efficiency.  

In the Generalized Distributed Mobility Adaptive Clustering (GDMAC) 

algorithm [18] some neighbours heads are equal to ‘K’. The role of the neighbour 

cluster heads changes only when the weight difference between them exceeds a 

particular threshold value.  

The Weighted Clustering Algorithm (WCA) [19] uses different node limits to 

compute the weight which plays a major role in the cluster head choice. Huge 

information is obtained from the nodes to calculate the weight reducing the energy 

level of every node.  

Local Information No Topology (LINT) algorithm [20] is based on the degree 

of connectivity, transmission range adjusted to keep the neighbours within a 

particular region. Ad hoc network topology changes leads rapidly to frequent 

changes in the cluster head. 

Self adjusting transmission range control protocol [21] maintains the 

predefined number of nodes as neighbours to keep up the neighborhood 

relationship.  

Topology Control by Transmission Range Adjustment [22] uses the mobility 

factor and the remaining battery power as metrics to compute the node weight. The 

node having more weight age is selected as a cluster head mobility factor adjusted 
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by analyzing the average mobility at a particular time interval. Getting the proper 

mobility factor is a difficult task, since mobility is not constant. 

All these proposals discuss minimizing the cluster head selection process, 

maintaining the same number of neighbours to control topology. The transmission 

range adjustment has left some nodes unreachable, so the data transfer was not 

possible to such nodes. In our paper this problem was overcome by adjusting 

mobility to form a stable path. 

3. Clustering algorithm 

A graph G = (V, E) is used to model the ad hoc network in which V, E is a finite set 

of nodes and bidirectional edges that connect the nodes. Cardinality defined as the 

number of elements in a particular set. The cardinality of set V is constant, but the 

cardinality of set E is not constant, since it depends on the nodes mobility. Each 

node viv ∈  must have unique identity, mobility vmob, and the largest transmission 

range vtr. The node iv  is within the transmission range of vj if dist (vi, vj)<vtr. 

3.1. Features of the clustering algorithm 

1. The mobility of the nodes is increased or decreased as per requirements, but 

a node can have maximum mobility of vmax. 

2. The weight of each node is calculated using the mobility and the remaining 

battery power. 

3. At the first stage a volunteer cluster head choice function is called. 

4. The energy drain rate of the cluster heads was very high. The cluster head 

re-election process is called when the battery level of the cluster head falls below a 

threshold value in order to keep up balanced energy level in all the nodes. 

3.2. Neighbor identification 

Before forming the cluster it is necessary to identify one hop nodes in this 

algorithm. One hop node is identified by exchanging Cluster Head Identification 

REQuest (CHIREQ), the packet format is shown in Fig. 1. Initially all the status 

field is set to false or 0. The node that receives the CHIREQ packet, sends a 

Neighbour REPlay (NREP). NREP packet format is shown in Fig. 2. The node that 

receives the CHIREQ packet, sends a NREP, after receiving NREP packet Cluster 

Head Advertise Packet (CHAP) is sent to its neighbour. The packet format of 

CHAP is shown in Fig. 3. Once CHAP reaches the one hop nodes, they will update 

their status fields. Three different fields are used to denote the node status:  

CH (Cluster Head), 

CM (Cluster Member), 

CG (Cluster Gateway). 

The node elected as a cluster head will update its CH status to true or 1. If a 

cluster member receives more than one CHAP, it will set its CG status field as 1. 

Source ID Weight 

 

Status 

CH CM CG 

Fig. 1. CHIREQ packet format 
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The node weight calculated is as follows 

(1)   Weighti = Mi + ,
RB

1

i

 

where: 

Weighti is weight of i-th node. 

Mi is mobility of i-th node, 

RBi is Remaining Battery power of i-th node, 

The node remaining battery power calculated is as follows: 

(2)   RB = BPmax – BPcons,  

where: 

BPmax is maximum battery power, 

BPcons is consumed battery power. 

Source ID Destination ID Weight 
Status 

CH CM CG 

Fig. 2. Neighbour replay packet format 

Source ID Cluster ID Weight Neighbors list 

Fig. 3. CHAP packet format 

3.3. Steps associated with neighbour identification 

Step 1. Node S sends CHIREQ packets to all nodes that are in its transmission 

region. 

Step 2. Node D which receives CHIREQ packet, replays with NREP. This 

packet has the details about node D piggybacked into it. 

Step 3. After receiving all NREP packets, the node with higher weight is 

selected as a cluster head and advertised to its one hop nodes. 

Step 4. The cluster head updates its neighbouring table. 

Step 5. The member node receives a request from another cluster, then it 

updates its status as a gateway node and informs its cluster head. 

Cluster ID Members ID Gateways ID 

Fig. 4. Cluster table 

The cluster table is used by CH to store its member information and the 

gateways information format of the cluster table is shown in Fig. 4. 

A node which is a member in a cluster receives cluster advertisement 

information from another node; then it will update its status to the gateway and 

inform the cluster head, each gateway node maintains the list of cluster ID to send 

any request. The gateway table maintained by the gateway node is shown in Fig. 5. 

 
Gateway ID Clusters ID 

Fig. 5. Gateway table 
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4. MAR  

MAR uses hierarchical network topology to organize the nodes in terms of clusters. 

A path between node x to node y is in the form of  x – CH1 – CG1 – CH2 – CG2 –… 

CHi … CGj – y, where CHi and CGj are i-th cluster head and j-th cluster gateway.  

A sample network topology with five nodes is shown in Fig. 6. The nodes were 

identified by unique numbers from 1 up to 5. It is clear from Fig. 6 that node 5 lies 

within the transmission region of node 1 and 3, whereas nodes 2 and 4 are within 

the transmission region of nodes 1 and 3. Node 5 will receive more than one CHAP 

packet, so it will act as a gateway node. 

 

 

4.1. Route discovery 

In the route discovery phase, when a node wants to communicate with another 

node, it sends RREQ packet to its cluster head. Fig. 7 shows the fields of RREP 

packet. If the destination is a member of the cluster head, it will send a RREP 

packet to the sender. Fig. 8 shows the fields of RREP packet. If the destination is 

not a member of the cluster head, it updates its mobility information in the mobility 

field of RREQ, since the cluster head mobility is always smaller than its member 

mobility. In general, when the node receiving RREQ is with smaller mobility 

compared to the sender, then the mobility field is updated by a new value. Fig. 7 

shows RREQ fields of MAR. 

                                                                                     
Source 

ID 

Destination 

ID 

Mobility Sequence 

number 

Start 

time 

Path 

field 

Fig. 7. RREQ packet 

4.2. Loop detection 

The path field in a RREQ packet consists of an address or ID of the nodes that are 

visited in the path from the source to the destination. When an intermediate node 

receives a RREQ, it first checks whether its address is already present in the path 

field or not. If it does not exist, its address is added to the path field forward to the 

next node, else the RREQ is discarded to avoid loops (Figs 8 and 9). 

 1

2

5

3

4

Fig. 6. Sample network

Growing dynamically 
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Source ID Destination ID Start 

Time 

Received 

Path 

Mobility 

Fig. 8. RREP Packet structure 

 

Input 
1. Cluster Table: It gives cluster ID, Members ID and Gateways ID 
2. Gateway Table: It gives gateway ID and clusters ID 
Output 
1. Best path for data transfer. 

Steps 
/*******Forward Path*******/ 
while node != destination  
if node = source node or node=cluster head 
 update the mobility information in RREQ  
 Sends RREQ packet to its CH/gateway  
if destination lies within the cluster 
   then cluster head forwards the RREQ to the destination 
   and destination node adjusts its mobility value to the value available in RREQ. 
else 
 collect the information in path field of RREQ 
 check whether its address is already present or not 
 if   present 
   then discard RREQ to avoid loops 

 else  
   if mobility RREQ > mobility of cluster head 
       then change the mobility in RREQ to minimum value 
               updates its Id to path field of RREQ  
       cluster head forwards the RREQ to gateway node 
if node = gateway node 
   collect the information in path field 
   check whether its address is already present or not 
if    present 
 then discard RREQ to avoid loops 
 else  
   if mobility RREQ > mobility of gateway node 
    then change the mobility in RREQ to minimum value  
   updates its Id to path field of RREQ and  forwards RREQ to cluster heads  
 if node =destination node 
   wait w time slot to receive all RREQ 
 for all RREQ received 
 Compare all the RREQ to find the minimum mobility RREQ 
append its address to the selected RREQ path field  
 pop the nodes in the path field of selected RREQ  
change the mobility of the destination node to RREQ mobility value 
generate route replay through that path 
/*--------Reverse Path--------------*/ 
While node! = source  
 pop node id’s from path field of RREP 
 update its mobility value to the value in RREP 
 Send RREP to the popped node Id  

1. Start data transfer through the path found by exchanging RREQ/RREP. 
2. On a link failure find a new path.  

 

Fig. 9. MAR algorithm 
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5. Stability analysis  

The stability of the mobility model has been studied by many researchers [23-29]. 

In their papers they analyze the various events that occur at different layers of the 

network, but they never discuss the mobility model, most of the cases stability 

analysis depends both on mobility and network protocols. Random Way Point 

Mobility Model (RWPMM) [29] states that if Pointwise ergodic theorem is satisfied 

by a mobility model, then it is stable. 

Definition 1 [29, Definition 4]. A mobility model which satisfies point wise 

ergodic theorem is stable.    

The main result of the present paper states that the Ergodic theorem for node 

movement is inferred to derive the Ergodic theorem of route selection which 

follows from the theory of finite state source coders [30] and from Asymptotically 

Mean Stationary (AMS) [31, 32] random process. 

5.1. Preliminaries 

5.1.1. Stable mobility model 

Consider a mobile network with v  mobile nodes ||21 ,...,, vvvvv =  where each node 

moves randomly in a discrete finite state space S.  The movement of each node, 

{ }||...,,3,2,1, vjv j ∈ , described by a discrete finite random process { }∞
= 0, njns , 

where k-th random variable jks ,  represents the node jv ’s location at time k. The 

location of each node in S at time k is represented by ( )||,2,1, ,...,, vkkkn sssX = . 

5.1.2. n-fold Cartesian product 

n-fold Cartesian product of the sets  
1 2, , . . . , nA A A   is the set of n-tuples 

( ){ }niAaaaaAAA iinn ≤≤∀∈=××× 1,...,,,..., 2121
. 

The discrete finite alphabet of nX  is denoted by using || v -fold Cartesian 

product ∑ = == ||
1

;v
i

sisisx . 

The probabilistic description of the mobility model is given by { }∞
=0nnX  using  

n-fold Cartesian product ∑∞∞ ==
n ii xxxx ; . 

The sequence ,...,, 210 xxxX =  represents a particular element in the space 

{ }∞
=0nnX  where ...2,1,0; =∀∈ iΧxi  A stable mobility model is defined with the 

help of the bounded function xψ  which consists of every function used in the 

simulation. 

Definition 2. A random process mobility model { }∞
=0nnX is stable if for every x 

the set of probability 1 and for every xψ  if xf ψ∈  exists the limit 

( ) ( )xfxf
Nn ∞→

= lim . 
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Lemma 1. A random process discrete mobility model { }∞
=0nnX  is stable 

⇔ { }∞
=0nnX  is AMS. 

5.2. Network topology model 

Ad-hoc network viewed by directed graph nodes in the network considered as 

vertices and the link connecting the nodes are considered as edges in the graph. 

Definition 3. Consider a mobile network with || v  mobile nodes 

||21 ,...,, vvvvv =  node movement described by a random process mobility model 

{ }∞
=0nnX . Space ( )||,1, ,..., vnnn SSX =  represents the location of nodes vvi ∈  at time 

n for each pair of points (s, s′)∈S a bounded function E is defined as 

CSSE →×: , where C is the cost or capacity. The network topology at time n is 

defined by vv ×  matrix  

,1 ,1 ,1 ,

, 2 , 2 , 2 ,

, , , ,

( , ) ( , )

( , ) ( , )
.

( , ) ( , )

n n n n v

n n n n v

n

n v n v n v n v

E S S E S S

E S S E S S
G

E S S E S S

=

L

L

M L M

L

 

Let G denotes the alphabet in nG . 

A link between two nodes exists if the distance between them is less than the 

transmission region 

( ) ( )
⎩
⎨
⎧ ≤′

=′
otherwise.0

,,if1
,

Rssd
ssE

 

Lemma 2. Consider a random process mobility { }∞
=0nnX  with topology nG  at 

times n = 0, 1, 2, … defined by Definition 3. If the mobility model is stable, then 

{ }∞
=0nnX  and { }∞

=0nnG  are AMS. 

5.3. Assumptions summary 

A source node iv wants to send data to sink node jv at time units k=0, 1, 2,… using 

MAR protocol. Let set ℜ denotes a collection of connected and disconnected links 

which form the route between iv and jv . The route selected by MAR is given by 

ℜ∈kr at time k. Three different functions are modeled to describe the route 

discovery, the route maintenance and mobility setup. These functions are 

ℜ→GD : , { }0,1: →ℜ×GM  and { }.)(MobMin: is vU →ℜ  
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5.4. Stable route selection 

Definition 4. The root selection random process { }∞
= 0nnR  is stable if it satisfies the 

point wise ergodic theorem. Specially { }∞
=0nnR  is stable if it exist a subset of 

sequence 
∞∞ ⊆RR̂  with probability 1, such that 

∞∈∀ Rr ˆ , the following limit exists 

( ) ( ) ( ) .on ,...,,
1

lim
1

0

21
∞

−

=
++∞→

∀= ∑ Rfrrrf
N

rf
N

n

nnn
N

ψ  

Definition 5. The routing protocol is stable if for every stable mobility model, 

the selected random process { }∞
=0nnR  is stable. 

The main result is following 

Theorem 1. MAR described in Section 3 with a topology model defined by 

Definition 3, is stable. 

P r o o f: The mobility model { }∞
=0nnX  is said to be stable by Lemma 2, 

{ }∞=0nnX  and { }∞
=0nnG  are AMS. 

MAR protocol is described by a finite state coder, let α={1, 2, …, M}×R 

denotes the state space of MAR. The protocol functionality described by the state 

update function h: G×α→α. and the route selection function f: G×α→ℜ.  

By our assumption, the route discovery and the route maintenance protocols 

may be described by a: G→ℑ and b: G×ℜ→{1, 0}, where ℜ∈dr  denotes the 

disconnected route. The initial state α∈0S  is equal to { }0 1, .dS r=  

The next state is 

( )

( )( ) ( )
( )

( )( )
( ) ( )( )

1 ,

, , 1 1||,

2 ||,

, 2 0,

1 1, 2 otherwise.

n n

n d

n n n

n n

n n

M a g S

S r
S h g s

b g S

S S

+

⎧ =
⎪

=⎪⎪= = ⎨
=⎪

⎪
−⎪⎩

 

5.5. Route selection process 

( )
( ) ( ) ( ) ( )( )

( )1

,

1 1 || 2 || , 2 0,

otherwise.

n n n

n n n d n n

n

r f g S

a g S S r b g S

r −

= =

⎧ = = =⎪= ⎨
⎪⎩

 

As [28, Example (b)] shows MAR protocol is a finite state coder which is an 

example for one-sided Markov channel; by [28, Theorem 6] { }∞
= 0nnR  is AMS if 

{ }∞
= 0nnG  is AMS, which follows directly from Definitions 4 and 5. So 

{ }∞
= 0nnR  is AMS for any stable mobile model. 
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5.6. Link availability 

Let us consider two arbitrary nodes sjviv ℜ∈,  and their initial positions 1p and 2p  

of these arbitrary nodes at time t given by ( )1,11 yxp =  and ( )2,22 yxp = . The 

distance vector  

21 ppd −=Δ , 

( )2121 |,| yyxxd −−=Δ . 

After traveling a small amount of time t∇ , let the new positions of these nodes 

be p1′ and p2′. The distance traveled by a particular node calculated by the 

multiplying speed and time taken for traveling. The positions p1′  and p2′after a 

small amount of time t∇  are defined as  

( )ii StyStxp *,* 111 ∇+∇+='
, 

and  

( )ii StyStxp *,* 222 ∇+∇+='
. 

The new distance d ′∇  found is as follows: 
''
21 ppd −=′Δ ))*Δ()*Δ(()),*Δ()*Δ((

2121 iiii
StyStyStxStx +−++−+= = 

)(),(
2121

yyxx −−= dΔ= . 

The distance does not vary over time since MAR sets a common mobility 

value of all the nodes in the selected route, therefore the link availability time is 

high when compared to other protocols. 

6. Performance evaluation  

The following algorithms are used for comparing the performance of our proposed 

MAR algorithm, Lowest ID (LID) Algorithm, and Weight Based Clustering 

Algorithm (WBCA). LID is used as a base for most of the other algorithms and 

WBCA is a recent algorithm which is the modified version of WCA algorithm. The 

simulations are carried out using NS2 with parameters shown in Table 1. 

Table 1. Simulation parameters 

Parameter  Values 

Simulator NS-2 

Transmission range  250 m 

MAC layer protocol  IEEE802.11 

Traffic pattern CBR 

Data packet size 1024 bytes 

Simulation area 1000 × 1000 m 

Number of nodes 10, 20, ..., 50 

Mobility 0-25 m/s 

Mobility Model random way point model 

 

The following performance metrics are used to compare the proposed 

algorithm MAR with existing algorithms: 
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1) packet delivery ratio with mobility; 

2) routing overhead (bytes) with mobility; 

3) end-to-end delay with mobility; 

4) average cluster change with mobility.   

 

 

Fig. 10. Packet delivery ratio comparison 

The packet delivery ratio is an important metric, since it will affect throughput 

of the network. When the mobility increases, the packet delivery ratio decreases due 

to the frequent link breaks. Fig. 10 shows the packet delivery ratio of all algorithms 

in our discussion. It is clear that the packet delivery ratio of our MAR algorithm is 

high when compared to other algorithms because the minimum mobility value of a 

path was found during RREQ and it is updated during RREP while establishing a 

path from the source to the destination. 

 

Fig. 11. Routing overheads comparison 

The routing overhead is directly proportional to mobility, i.e., if the mobility 

increases, the routing overheads also increase because of the link break. Therefore 

frequent routing is required which leads to a large routing overhead. A larger 

number of control packets is required for the route discovery process and 

continuous monitoring of the paths also increases the control overheads. Fig. 11 
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shows the routing overhead comparison of all three algorithms. When compared to 

the other algorithms, the control overheads were smaller in our MAR algorithm 

because the path stability was bigger. MAR path stability was high since the paths 

selected for data transfer have less mobility paths. 

 

Fig. 12. Cluster head power consumption 

The network density of high battery power consumption in cluster nodes is 

also high, due to the increased cluster members. Fig. 12 shows the power 

consumption by the cluster nodes demonstrated with the help of the network 

density. The power consumption of MAR algorithm is slightly higher than LID 

algorithm because of the increased path stability, achieved by adjusting the mobility 

of the nodes in that particular path. Therefore the energy drain rate is also high in 

the cluster heads. 

 

Fig. 13. Path success ratio for different mobility values 

Fig. 13 shows the relative performance of three different algorithms in terms 

of the path success ratio for different mobility values. The path success ratio 

decreases when the mobility increases due to frequent link breaks. When compared 

to the other two algorithms, our MAR algorithm has less impact to mobility, since 

the mobility adjustment done in our algorithm decreases the impact of mobility to 

the path success ratio.  
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7. Conclusion 

In this paper MAR proposed algorithm uses the mobility and the remaining battery 

power as metrics to select the cluster heads. While establishing the path from a 

source to destination the mobility values of the intermediate node is carried by 

RREQ. Once RREQ reaches the destination, it carries a minimum mobility value in 

that particular path. During RREP, this mobility value is updated by RREP packets, 

therefore the path found by our algorithm is a stable path. The energy drain rate of 

the algorithm proposed was slightly higher because of the high utilization of the 

cluster heads. In future this energy drain rate will be controlled to a considerable 

amount. 
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