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1. Introduction 

Cancer is a chronic disease that became apparently increased affecting human health. The World Cancer 

Research Fund International Statistics states that breast cancer is the utmost prevalent cancer in women population 
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Abstract 

One of the main reasons for cancer death globally is breast cancer. The detection of breast cancer from Hematoxylin (H) and & 

Eosin (E) stained pathology image is significant and digital pathologists are struggling to get accurate final decision. The 

objective of this study was to carry out the performance analysis of segmentation algorithms for the detection of breast cancer. 

This study proposed a method for computer assisted diagnosis and classification of breast cancer from microscopic slide images 

by means of biologically explicable features. The suggested methodology consists of different stages involving image 

enhancement, nuclei segmentation, extraction of features, and to end with the classification. A comparative analysis was done on 

various segmentation algorithms and finally, a suitable and effective method was utilized in the proposed approach. The contrast-

limited adaptive histogram equalization is performed on the input images for contrast enhancement. Similarly, k-means clustering 

segmentation algorithm is used for segmenting the nuclei in the proposed work because it outperforms the other commonly used 

algorithms during comparative analysis. Gray level texture features were extracted in the feature extraction step. Finally, support 

vector machine classifier was employed for classification of breast cancer histopathology images into benign and malignant 

classes because it is the most efficient classifier comparing to the other usual classifiers for this purpose. The performance 

analysis of the suggested design was estimated using familiar parameters such as accuracy, sensitivity, specificity, etc. and 

achieved an accuracy of 91.1 %. 
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worldwide having 2 million new cases in 2018 [1]. In India, about 12% of new cancer cases and 25% of all types of 

cancers among women are represented by the breast cancer [2]. The number of women-death due to cancer has been 

increased and breast cancer has ranked five. Furthermore, as age decreases, there is an increase in the incidence rate. 

Detection of breast cancer has constantly been a key problem for the clinicians and physicians for disease 

analysis and proposing the right therapy. The physical diagnosis of breast cancer from histopathology images is 

highly subjective and may differ from person to person subject to their expertise level [3]. Also, the manual 

identification depends on other factors like precise environment and lighting arrangement. The computer assisted 

diagnosis systems helps in lessening the aforementioned problems and offers improved outcomes in detecting the 

breast cancer from histopathology images [4]. Figure 1 shows the main differences in cell structure of a normal and 

abnormal cell. Abnormal cells are growing in an uncontrolled manner and keeps on dividing the cells where as 

normal cells have a precise shape and size. Abnormal cells will be morphologically different from normal cells by 

means of abnormal number of chromosomes and nucleus size. As in Fig. 1(e), the abnormal cells do not have any 

precise boundary like normal cells. 

 
Fig. 1. (a) Cell division and growth; (b) Variation in cell size; (c) Morphology; (d) Arrangement of chromosomes; and (e) Cell boundary. 

 

Women who are addicted to tobacco and liquor are highly prone to breast cancer. Lack of physical activities, 

breast feeding and reduction in the dietary conducts are some other reasons for getting breast cancer [5]. The 

combined recent advancements in the field of medicine and engineering give a way for curing this cancer. Early 

detection is the only answer for curing the breast cancer. The stage of malignancy determines the choice of treatment 

of breast cancer. Initially, medical experts will advise screening programs like Ultrasound, Computer Tomography 

(CT), X-ray, Positron Emission Tomography (PET), Mammogram and Magnetic Resonance Imaging (MRI). If some 

suspicions have found in the patient records, a biopsy will be suggested by the doctors [6]. A biopsy is a clinical 

procedure in which a tissue from the breast is removed and examined under a microscope for detecting suspicious 

cells. Thus, analysis of this biopsy image is a vibrant method for detecting breast cancer [7]. Histopathology analysis 

is the review of signs and indications of the breast cancer from the histopathology images. A procedure called 

staining is performed on these images to clearly visualize the structures and nuclei in the tissue. The tissue undergoes 

staining process using various dyes. The pathologists were using Hematoxylin & Eosin (H&E) staining from past 

few years. Hematoxylin is responsible for blue colour in cell (nuclei) whereas Eosin is responsible for pink colour in 

cytoplasm and other connective structures [8]. Abnormal and normal tissues can be differentiating from 

histopathology images with high resolution. 

This study compared three machine learning (ML) algorithms for automated segmentation of breast cancer from 

histopathology images. The paper is structured as follows. Section 2 briefly overviewed existing researches in the 

histopathological segmentation and classification field. Section 3 presented the methodology used in the study and 

Section 4 described the quantitative performance analysis and Section 5 discussed the results and scope of the study. 

Finally, conclusion of the study is given in Section 6. 
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2. Related works 

The associated works on histopathology image analysis are always employed in a limited classification 

environment. A variety of studies regarding histopathology analysis have intensive trust in efficient application of 

existing methods for other tasks by means of multi-resolution [9,10] and multi-spectrum [11] gliding windows. In 

recent studies in the literatures, in-depth window-based handling of histopathology images is employed as an 

alternative to manually drawing region of interests. But there will be the problem of tiling. That means tiling may 

cause cracks in the image which will leads to the image distortion. Balazsi et al. [12] put forward a method to reduce 

the problem of tiling to some point by employing hybrid feature extraction from super-pixels along with 

radiofrequency classifiers. Finally, the authors concluded that detection of invasive ductal carcinoma is possible with 

generic features but the differentiation of ductal carcinoma and invasive carcinoma is difficult. Mercan et al. [13] 

just presented a multi-occurrence multilabel classification framework to evaluate the vagueness concerning the 

communication among the slide-level remarks of pathologists and the patient’s Region of Interest (ROI) extracted 

from their observations for poorly supervised learning on histopathology images. 

Subsequently, some other frameworks focused on cell analysis for binary classification (benign-malignant 

classification). Kowal et al. [14] in his study employed some clustering approaches for segmenting nuclei using 

microscopic slide images. The study was conducted on 50 patients with around 500 images and the features such as 

morphological, texture and topological were extracted. Kowal et al. [14] managed to achieve accuracy between 84% 

and 93%. Filipczuk et al. [15] used nuclei features for classification by employing Hough transform for ROI 

selection and Otsu thresholding for False Positive (FP) reduction. George et al. [16] used watershed segmentation 

algorithm for cell detection. These two works extracted texture and structural features of nuclei for classification 

using various classifiers. George et al. [16] achieved an accuracy of about 97.15% using 92 images. On a contrast, 

Belsare et al. [17] took both nuclei linked information and tissue related info for twofold classification. This study 

assessed seventy complex images from a publicly available dataset with a 40× amplification level. Epithelial layer 

segmentation was done with the help of three-dimensional, color and texture features. The statistical texture features 

were used to train the classifiers and acquired an accuracy of about 85%. 

Pawar and Patil [18] proposed a novel automatic system for breast cancer detection using feed forward neural 

network. This back propagation neural network was then compared with radial basis function (RBF) network and 

calculated the quantitative measures for performance evaluation. The results showed that feed forward network 

outperformed the RBF network in detecting breast cancer. Sameti et al. [19] presented a new feature extraction 

technique for detecting breast cancer from mammogram images. This method was used for early detection of breast 

cancer immediately after finding a suspicious region. For individual mammographic projections of the malignant 

breast the two specific regions were categorized. Finally, the authors introduced a discriminant analysis procedure 

for effectively extracting various features that are biologically important in detecting breast cancer.  

3. Methodology  

A histopathology image may contain very complex cell structures in a disorganized manner making the 

detection of breast cancer difficult. In this study, a study for automatic detection and classification is proposed using 

various machine learning algorithms. The different stages implicated in the proposed framework contain 

histopathology image enhancement, nuclei segmentation, feature extraction, and classification. The flowchart for the 

proposed work is depicted in Fig. 2. 

The methodology section is organized as follows: Section 3.1 deals with the preprocessing of images. The 

contrast limited adaptive histogram equalization is used for image enhancement. Section 3.2 deals with comparison 

of different ML algorithms for the segmentation of histopathology images. Section 3.3 deals with the GLCM feature 

extraction and Section 3.4 deals with the support vector machine classifier for classification of breast cancer images.  
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Fig. 2. Flowchart for automated breast cancer detection and classification from Haematoxylin & Eosin stained images. 

3.1. Preprocessing 

The input images are H&E stained histopathology images. To get better visualization, image enhancement has 

to be done on these images. For that, the contrast limited adaptive histogram equalization (CLAHE) [20] method is 

performed. The CLAHE method improves the contrast of the input image I by changing the hue, saturation and 

value. This method functions on minor patches in the input image relatively than the whole input image. So, each 

patch's contrast is improved separately. Finally, the histogram of the enhanced image will match with the histogram 

quantified by a distribution parameter. In case of induced boundaries, bilinear interpolation can be performed on 

neighbouring patches to combine together. Fig. 3 represents the enhanced image using CLAHE. 

3.2. Segmentation 

This study employed three segmentation algorithms fuzzy c-means algorithm, k-means clustering algorithm and 

active contour model. Then their performances were compared by using various metrics to decide the efficient one 

for the breast cancer detection application. Finally, the k-means clustering algorithm is employed in the framework 

because it worked well in segmenting a H&E nucleus rather than using other methods. The original H&E image and 

k-means segmented H&E image were shown in results and discussion. Fifty-seven H&E stained histopathology 

images are taken for the study from UCSB dataset [21] for testing and evaluation. In the same way, the 

corresponding ground truth images which are available in UC Santa Barbara library are also used in this study for 

calculating dice coefficient. The segmented results of k-means clustering, fuzzy c-means segmentation and active 

contour segmentation algorithms are also presented in this study.  
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3.2.1. k-means clustering algorithm 

The k-means clustering is a segmenting technique that partitions a collection of data into k groups. The 

algorithm moves iteratively through the following steps. Evaluate the mean of each and every group or cluster. Then 

estimate the distance of each data point from each group to the cluster center. Finally, allocate each data point to the 

nearest cluster on the basis of distance calculated. Once the allocation is over, the cluster center again recalculated 

and based on that center, new distance vector is measured [22]. Imagine an x × y image that has to be partition into k 

clusters and ck be the center for clusters. The algorithm of k-means clustering method is as follows: 

Step 1: Set the number of clusters, k and its center. 

Step 2: Calculate the distance between each data point in the image and the cluster center by using the equation 

(1): 

                                                                        kcyxpd  ,                                                                        (1)    

Step 3: Allocate all the data points into clusters based on the nearest distance, d. 

Step 4: Once allocation is done, recalculate the new center for every cluster using the equation (2): 
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Step 5: Repeat the procedure until it converges. 

Step 6: Assign data points again accordingly and reshape the image. 

3.2.2. Active Contour Model (ACM) 

Active contour approach uses energy forces of pixels in the region of interest (ROI) and their constraints for the 

separation of foreground pixels from background pixels for the image processing and evaluation. The contours in the 

active contour model are the boundary around the region of interest. This contour consists of pixels that endure 

interpolation procedure. The curve in the image can be described by various interpolation procedures like linear, 

spline and polynomial functions [23]. Active contour model is primarily using for segmenting ROI by defining a 

smooth curve around the image. The different models coming under ACM are snake model, gradient vector model, 

geodesic contours etc.  

External and some internal energy forces are used by these contour algorithms to obtain the curvature of the 

image. The external force is used to position the contour correctly over the ROI and the internal forces helped to 

control the deformable variations. This deformable variation means defining a smooth contour around the image and 

this contour is defined by an energy function which has to be minimize is given by equation (3). 
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where Eacm is the energy function, S is the curvature, C(S) is the contour, wi are weights, I represents the image and µ 

is the mean. 

3.2.3. Fuzzy c-means clustering 

The k-means clustering algorithm is the base for fuzzy c-means algorithm. Due to the imprecision of the data, a 

fuzzy concept is introduced into k-means algorithm [24]. Fuzzy c-means algorithm is developed by Bezdek and 

Dunn in 1981. In this algorithm, the classes are characterized by centroids [25]. Each observation can be classified 

into a degree of membership between 0 and 1. Here fuzzy c-means is built on minimizing a cost function, Jfcm 

iteratively which is given by the equation (4).  
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where   p
n RxxxX  ......,, 21  is the dataset vector population with p-dimension, n is the over-all sum of data in 

the dataset, c is the cluster number whose range in between 2 and n, For ith cluster, uik is the degree of membership, q 

is the weighting function, ith cluster center is given by υi, and Euclidean distance is given by d2(xk,υi). 

The algorithm is as follows: 

Step 1: Initialize the values of c, q and ε. 

Step 2: Set the values of {uik} = U. 

Step 3: Initialize the count for loop as b = 0. 

Step 4: Calculate the cluster centers 
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column for the below specified conditions in equation (5): 
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, then stop; else fix b=b+1 and go to Step 4. 

3.3. Feature extraction 

In this phase, various gray level texture features are extracted using gray level co-occurrence matrix (GLCM) 

[26]. GLCM resembles a second order statistics in which the pixel information is collected from pixel pairs. GLCM 

reveals how the pixel pair intensity in an image varies. GLCM matrix is constructed at a distance of d separated by 1 

and at various angles of degrees. GLCM features are various measures i.e. entropy, energy, contrast and correlation. 

These measures can be calculated by using the group of equations (6)–(9). 
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3.4. Support Vector Machine (SVM)Classification  

Finally, support vector machine (SVM) classifier is completed for classifying the benign and malignant H&E 

images. Initially SVMs were established for binary classification and later expanded for multi class classification 
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and regression. The multi class classification can be achieved through a coupling method by using binary classifiers 

as pairwise models. Consider the data in training set as X. Then X can be expressed as in (10), 

                                                           nn jijijiX ,.......,,, 2211                                                     (10) 

where ix is a real vector, iy denotes the class labels and comes in the range of 1 or -1. The function of the SVM 

classifier, S(i) takes the form of equation (11): 

                                                        iwiS                                                       (11) 

w is the weight updates and λ is the bias. The classification decision is based on the two conditions shown in 
equation (12). 
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 Out of fifty-seven, ten images are tested for classification and the remaining images were used for training 

purposes. The performance of the classifier is assessed using well known performance metrics.  

4. Quantitative performance evaluation 

The short description of the performance metrics used for the quantitative evaluation of segmentation algorithms 

is as follows [27]. The performance parameters accuracy, sensitivity, specificity, F-score, and balanced accuracy 

were calculated using equations (13)–(18). 

Accuracy (A) can be estimated by comparing the segmented result with the ground truth image. It will give a 

measure of how accurately the proposed algorithm segmented an image. 
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Sensitivity (α) and specificity (β) are true positive fraction and true negative fraction. That means how much 

percentage of positive fraction correctly segmented and how much of percentage of negative fraction correctly 

removed.  
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The dice index (D) calculates the Sorensen-dice similarity coefficient between input image and the segmented 

image. 
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F-score or F-measure is determined by using precision, ρ and recall, ϒ. It is the harmonic average of ρ and ϒ. 
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Balanced accuracy (Ba) is a measure of balance between correctly predicting the two classes. It can be computed as: 
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All these performance metrics are calculated for the three segmentation approaches and validated the results with 

previous studies.  

 

This framework is implemented on MATLAB 2014b, on UCSB dataset on PC with 3.4 GHz AMD processor, 
16 GB RAM, and windows 10 platform. 

For the experimentation purpose, the dataset used in this work is the publicly available UCSB dataset. The 
dataset consists of 58 images having a resolution of 896×768. The ground truth images are also available in the UC 
Santa Barbara library. Figure 3 represents the input image and the CLAHE enhanced image. Compared to histogram 
equalization approach, CLAHE method will reduces the effect of intensity saturation. Moreover, it is useful in 
reducing noise amplification. It is clear from Fig. 3 that all the local areas got enhanced precisely.  

Fig. 3. Image enhancement using contrast-limited adaptive histogram equalization. (a) Original image; (b) Enhanced image. 

Figure 4 represents the segmentation results using various algorithms. The study utilized fuzzy -means, -
means clustering and active contour model for the segmentation purpose. The UCSB dataset consists of 58 images 
having a resolution of 896×768. The ground truth images are also available in the UC Santa Barbara library. Fig. 4 
depicts the segmentation results of various algorithms and it is clearly visible how all these methods worked on the 
input image. After a visual examination on Fig. 4, it is confirmed that -means clustering algorithm performed well. 
Therefore, various clustering segmentation methods were studied here to preserve the desired statistics during the 
segmentation procedure. The number of clusters was decided to be three and squared Euclidean distances are used as 
similarity measures.  

Fig. 4. Segmentation results for various algorithms. (a) Original image; (b) Ground truth image; (c) -means clustering; (d) Fuzzy -means 
clustering; (e) Active contour model.  
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5. Results and Discussion 

This framework is implemented on MATLAB 2014b, on UCSB dataset on PC with 3.4 GHz AMD processor, 
16 GB RAM, and windows 10 platform. 

For the experimentation purpose, the dataset used in this work is the publicly available UCSB dataset. The 
dataset consists of 58 images having a resolution of 896×768. The ground truth images are also available in the UC 
Santa Barbara library. Figure 3 represents the input image and the CLAHE enhanced image. Compared to histogram 
equalization approach, CLAHE method will reduces the effect of intensity saturation. Moreover, it is useful in 
reducing noise amplification. It is clear from Fig. 3 that all the local areas got enhanced precisely.  

 
Fig. 3. Image enhancement using contrast-limited adaptive histogram equalization. (a) Original image; (b) Enhanced image. 

 

Figure 4 represents the segmentation results using various algorithms. The study utilized fuzzy c-means, k-
means clustering and active contour model for the segmentation purpose. The UCSB dataset consists of 58 images 
having a resolution of 896×768. The ground truth images are also available in the UC Santa Barbara library. Fig. 4 
depicts the segmentation results of various algorithms and it is clearly visible how all these methods worked on the 
input image. After a visual examination on Fig. 4, it is confirmed that k-means clustering algorithm performed well. 
Therefore, various clustering segmentation methods were studied here to preserve the desired statistics during the 
segmentation procedure. The number of clusters was decided to be three and squared Euclidean distances are used as 
similarity measures.  

 

 
Fig. 4. Segmentation results for various algorithms. (a) Original image; (b) Ground truth image; (c) k-means clustering; (d) Fuzzy c-means 

clustering; (e) Active contour model.  
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Fig. 5. Comparisons of various segmentation algorithms on the basis of performance measures. 

 

From Fig. 5, it is noted that the k-means based clustering technique is connected with higher value of accuracy 

compared to fuzzy c-means and active contour model. Considering specificity, there is no much difference between 

k-means clustering and fuzzy c-means algorithms whereas sensitivity is very high for k-means clustering algorithm. 

Dice index value is high for k-means clustering rather than other two algorithms. Hence, it is shown that k-means 

clustering approach is preferred as the segmentation approach in this study for automatic cancer detection from 

histopathology images. 

Randomly selected 48 images from UCSB dataset were used for classification. Thus 48 images were used for 

training and 10 images were used for testing. Then a 10-cross validation was performed to validate the results. The 

SVM classifier is a simple classifier in which a hyperplane is going to separate the different classes. For SVM’s 

linear kernel function, a quadratic programming (QP) optimization constraint was applied to find the hyperplane. 

The SVM classifier performance was computed by means of a confusion matrix and all the performance measures in 

point values were depicted in Fig. 6. All these values were estimated by using equations (13)–(18). 

 

 

Fig. 6. SVM classifier performance on the basis of various parameters (Specificity, Sensitivity, F-score, Balanced accuracy and Precision). 

The main contributions of this paper are as follows: 

 A comparison on three machine learning algorithms viz: k-means clustering algorithm, active 

contour model and fuzzy c-means clustering algorithm.  

 Experimental evaluation is done using various quantitative measures to show the performance of 

three segmentation algorithms.  

 A support vector machine classifier is used to classify images into benign and malignant and 

performance evaluation has been done and demonstrated in a graphical format. 

 



 M.A. Aswathy  et al. / Procedia Computer Science 167 (2020) 666–676 675







6. Conclusion 

The main objective of this study was to enhance the breast cancer detection accuracy using computer aided 

diagnosis approach. In view of this goal, the paper presented the contribution, its outline, flowchart and quantitative 

parameters in a simulation environment. Based on the proposed methodology, this study used a publicly available 

dataset known as UCSB, with normal (benign) and abnormal (malignant) images for performance analysis of 

segmentation algorithm for breast cancer detection in a simulation environment. The segmentation has been done 

using three algorithms viz: fuzzy c-means clustering, k-means clustering and ACM. Among these, k-means 

clustering has the maximum segmentation accuracy of 93%. Other performance metrics are also superior for k-

means clustering algorithm. The automated classification of breast cancer images is based on SVM model on GLCM 

features and achieved an accuracy of 91.1%. The SVM classification approach suggested in this study permits to 

achieve high sensitivity also. The performance of our study is comparable or inferior to the up-to-date approaches. 

The future scope of this study would be the application of proposed method on different histopathology images in 

wide sense. Moreover, this study can be implemented in real-time detection of breast cancer.  
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