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Abstract 
 

The problem of high dimensional clustering and classification has been well studied in previous articles. Also, the recommendation gen-

eration towards the treatment based on input symptoms has been considered in this research part. Number of approaches has been dis-

cussed earlier in literature towards disease prediction and recommendation generation. Still, the efficient of such recommendation sys-

tems are not up to noticeable rate. To improve the performance, an efficient multi level symptom similarity based disease prediction and 

recommendation generation has been presented. The method reads the input data set, performs preprocessing to remove the noisy records. 

In the second stage, the method performs Class Level Feature Similarity Clustering. The classification of input symptom set has been 

performed using MLSS (Multi Level Symptom Similarity) measure estimated between different class of samples. According to the se-

lected class, the method selects higher frequent medicine set as recommendation using drug success rate and frequency measures. The 

proposed method improves the performance of clustering, disease prediction with higher efficient medicine recommendation. 
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1. Introduction 

The modern society suffers with various diseases which has been 

increasing in every day in numbers. However, the symptoms of 

different diseases are more similar in most cases. For example, the 

symptoms of generic fever like “Temperature”, “body Pain” are 

more common with other diseases like “Typhoid” and “Dengue”. 

This introduces challenges to the medical practitioner in providing 

treatment and performing medicine selection. However, there exist 

many number of drugs available for the same disease, the selec-

tion becomes more difficult for the practitioner. 

In general case, the medical records of various patients would help 

in identifying the disease being affected by the patients. To per-

form disease prediction and to generate recommendations, it is 

necessary to cluster them. As the dimension of the medical records 

are higher, the map reduce is more necessary. There are number of 

map reduce algorithms available in literature. The  most algo-

rithms consider only few number of features in clustering the data 

points of medical data set. This would reduce the performance of 

clustering and affect the performance of recommendation system.  

High dimensional clustering is the process of grouping the data 

points of medical data set. To perform clustering or map reduce, it 

is necessary to consider the maximum number of features in esti-

mating similarity between the data points of cluster and input 

sample. To improve the performance in clustering and other issues, 

this paper perform clustering according to class level feature simi-

larity measure which has been measured based on the similarity in 

each dimension of data points. Similarly for the disease prediction, 

an efficient multi level symptom similarity  measure has been 

presented. The measure would be used in disease prediction as 

well as increase the performance in recommendation system. 

The disease prediction is the process of predicting the possible 

disease would occur or based on the symptoms, identifying the 

possible disease. It can be performed in many ways when the di-

mension of the data point is less. When the number of symptoms 

is higher or the dimension of the data point is higher it will be 

difficult. Also, there will be similar symptoms for different diseas-

es this increases the challenge in identifying the possible disease. 

This increases the requirement of strategically approach in disease 

prediction. The disease prediction algorithm has to consider all the 

features or symptoms available to identify the possible disease the 

patient have been affected by. 

The recommendation system would be efficient when it uses the 

similarity measure in efficient manner. For the recommendation 

generation, the method has to count the success rate of different 

medicines in curing the disease. To achieve this, the success fre-

quency measure based approach is presented in this paper. The 

detailed approach is discussed in the next section. 

2. Related Works 

There are number of approaches have been discussed for the rec-

ommendation system, and this section presents different ap-

proaches towards the issue considered.  

Application of data mining methods in diabetes prediction [1], 

discuss various traditional methods, based on physical and chemi-

cal tests, are available for diagnosing diabetes. The methods 

strongly based on the data mining techniques can be effectively 

applied for high blood pressure risk prediction. In this paper, we 
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explore the early prediction of diabetes via five different data min-

ing methods including: GMM, SVM, Logistic regression, ELM, 

ANN. 

Analysis of Various Data Mining Techniques to Predict Diabetes 

Mellitus [2], explores the early prediction of diabetes using vari-

ous data mining techniques. The dataset has taken 768 instances 

from PIMA Indian Dataset to determine the accuracy of the data 

mining techniques in prediction. The analysis proves that Modi-

fied J48 Classifier provide the highest accuracy than other tech-

niques. 

Glucose prediction data analytics for diabetic patients monitoring 

[3], present a comprehensive critical review focusing on recent 

glucose prediction models and a best fit model is proposed based 

on the evaluation to perform data analytics in a wireless body area 

network system. The proposed glucose prediction algorithm is 

based on autoregressive (ARX) model which consider exogenous 

inputs such as CGM data, blood pressure (BP), total cholesterol 

(TC), low-density lipoprotein cholesterol (LDL), high density 

lipoproteins (HDL). A dataset of 442 diabetic patients is used to 

evaluate the performance of the algorithm through mean absolute 

error (MAE), root-mean-square error (RMSE), and coefficient of 

determination (R2). 

Neuro-Fuzzy based Glucose Prediction Model for Patients with 

Type 1 Diabetes Mellitus [4], presents the design, the develop-

ment and the evaluation of a personalized glucose prediction mod-

el for patients with Type 1 Diabetes Mellitus (T1DM). The per-

sonalized model is based on neuro-fuzzy techniques in order to 

capture the metabolic behavior of a patient with T1DM. Moreover, 

wavelets are applied as activation functions in order to enhance 

the prediction performance and avoid local minimum during train-

ing stage. The model receives as input, data from sensors which 

record in real time glucose levels and physical activity, and pro-

vides with future glucose levels. 

Predictions in heart disease using techniques of data mining [5], 

intends to give details about various techniques of knowledge 

abstraction by using data mining methods that are being used in 

today's research for prediction of heart disease. In this paper, data 

mining methods namely, Naive Bayes, Neural network, Decision 

tree algorithm are analyzed on medical data sets using algorithms. 

Predicting disease by using data mining based on healthcare in-

formation system [6], applies the data mining process to predict 

hypertension from patient medical records with eight other diseas-

es. A sample with the size of 9862 cases has been studied. The 

sample was extracted from a real world Healthcare Information 

System database containing 309383 medical records. We observed 

that the distribution of patient diseases in the medical database is 

imbalanced. Under-sampling technique has been applied to gener-

ate training data sets, and data mining tool Weka has been used to 

generate the Naive Bayesian and J-48 classifiers. In addition, an 

ensemble of five J-48 classifiers was created trying to improve the 

prediction performance, and rough set tools were used to reduce 

the ensemble based on the idea of second-order approximation. 

Prediction of sugarcane diseases using data mining techniques [7], 

presents a succinct study of sugarcane disease calculation by De-

cision Tree Model (DTM) method and Random Forest method for 

India. These Data mining techniques give us a better solution to 

this problem, which can be applied to increase the sugarcane yield 

prediction. 

Decision Support System for Heart Disease Prediction using ata 

Mining Techniques [8], discuss that Disease finding is one of the 

applications where Data Mining devices are demonstrating suc-

cessful results. These are the main reason for death everywhere 

throughout the world in the past ten years. Several scientists are 

utilizing factual and Data Mining apparatuses to over assistance 

social insurance experts in the analysis of this disease. Using Hy-

brid Data Mining strategy in the analysis of coronary illness has 

been completely explored indicating satisfactory levels of accura-

cy. 

Heart Disease Prediction System using Data Mining Method [9], 

proposes a HDPS based on three different data mining techniques. 

The various data mining methods used are Naive Bayes, Decision 

tree (J48), Random Forest and WEKA API. The system can pre-

dict the likelihood of patients getting a heart disease by using 

medical profiles such as age, sex, blood pressure, cholesterol and 

blood sugar. Also, the performance will be compared by calcula-

tion of confusion matrix. 

In [10], the author developed a Decision Support in Heart Disease 

Prediction System (HDPS) using data mining modeling technique, 

namely, Naïve Bayes. Using medical profiles such as age, sex, 

blood pressure and blood sugar, chest pain, ECG graph etc it can 

predict the likelihood of patients getting a heart disease. It is im-

plemented in matlab as an application which takes medical test’s 

parameter as an input. It can be used as a training tool to train 

nurses and medical students to diagnose patients with heart dis-

ease. 

 

3. MLSS Based Disease Prediction and  

Recommendation  

 
The proposed MLSS based approach groups the medical data set 

into number of disease class according to class level feature simi-

larity measure. In the second stage, the method takes the input 

symptoms and estimates multi level symptom similarity measure 

to identify the disease class. Finally, the method computes the 

drug success rate to select medicines and generate recommenda-

tions to the medical practitioner. 
 

3.1. Preprocessing 
 

In this stage, the input data set has been read and the list of attrib-

utes of the data points is identified. Then, for each data point, the 

method verifies the fulfill on all the dimensions. If any of the data 

point is identified as incomplete and noisy, it will be removed 

from the dataset. The preprocessed data set will be used to per-

form clustering and disease prediction. 

 

3.2. CLFS Clustering 
 

The class level feature similarity based clustering algorithm, reads 

the input data set. For each data point, the method estimates, multi 

level class feature similarity (MLCFS) on all the dimensions. 

Based on the MLCFS estimated, the method identifies the class of 

the data point and assigns the data point to the class identified. 

The generated cluster has been used to perform disease prediction. 

3.3 Algorithm 

 

Input: Preprocessed data set P, Cluster C 

Output: Null. 

Start 

Read P, Initialize C. 

For each data point p 

For each disease class  d of C 

 

ComputeMLCFS  =  

 End 

Choose the class C with higher MLCFS. 

Assign data point to class C. 

C= 

 
       End 

Stop 

 

The above discussed algorithm computes the multilevel class fea-

ture similarity measure on different class data points. Finally a 

single one is selected based on that and the data point is indexed to 

the identified class. 
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4. MLSS Disease Prediction and Recommen-

dation 

 
The disease prediction algorithm reads a set of symptoms and their 

values. Based on the symptoms , the method computes multi level 

symptom similarity measure with the disease class set available. 

Based on the MLSS measure, a single disease class has been se-

lected. From  the disease class identified and the list of medicines 

available, for each of them the method compute medicine success 

rate and frequency. Based on the success rate, a subset of medi-

cines has been recommended for the practitioner. 

 

4.1 Algorithm 

 
Input: Cluster set Cs, Symptoms S 

Output: Recommendation R. 

Start 

Read Cluster set Cs. 

For each disease class D 

 

Compute MLSS=  

  

 
 

End 

Class c = Choose the disease class with maximum MLSS. 

Find the list of medicines ML =  

 
For each medicine m  

Compute frequency fr =  

 

Compute success rate Sr. 

Sr =  

End 

Recommendation= Sort the medicines based on success rate and 

populate. 

Stop. 

 The proposed algorithm computes the success rate for 

different medicines and based on that the medicines are sorted to 

the practitioner 

 

5. Results and Discussion 

 
The proposed MLSS based disease prediction algorithm has been 

implemented and evaluated for its efficiency using different test 

cases. The method has produced efficient results in disease predic-

tion and classification accuracy. The result produced has been 

presented below and the test conditions are listed in the table 1. 
                        

Table 1: Description of Data set used 

Parameter Value 

Data Set Name UCI 

No of Dimensions 23174 

No of Data Points 275 

No of classes 5 

 

The Table 1 describes the information about the data sets used for 

the evaluation of the proposed method. The data sets have varying 

number of data points and each has different number of data 

points and number of gene numbers.  With the UCI data set, we 

have collected the lifestyle and physical feature. Also, the condi-

tions of eye and pancreas have been collected to collaborate with  

the UCI data set. Using the cooked data set, the performance of 

the algorithm has been measured.  
 

5.1 Time Complexity 
 

The time complexity of classification and prediction has been 

measured. It has been estimated based on the time value taken for 

prediction with X number of samples. It has been approximated 

for different number of samples. 

 

Graph 1: Comparison of time complexity 
 

The Graph 1, shows the comparative result on time complexity 

produced by various methods and the result shows that the pro-

posed method has produced less time than other methods. 

5.2 Classification Ratio 

 

 

As the method includes the higher number of features, the false 

classification ratio will get reduced. The false classification ratio 

will be reduced and the same implies on the increase of prediction 

accuracy. 

 
Graph 2: Comparison on false classification ratio 

  

The Graph 2, shows the comparative result on false classification 

ratio produced by various methods and its shows clearly that the 

proposed method has produced less false classification ratio than 

other methods. 

 
 

5.3 Prediction Accuracy 
 

 

The prediction accuracy has been increased, by including different 

characteristic features.   As the algorithm includes all the 

symptoms in measuring the MLSS value, the prediction accuracy 

will be increased. 

 
Graph 3: Comparison on disease prediction accuracy 
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The Graph 3, shows the comparison on disease prediction being 

produced by different methods. The proposed method produces 

higher disease prediction accuracy than other methods. 

  

5.4 Maps Reduce Efficiency 
 

The map reduce efficiency is improved because it uses the CLFS 

measure. In the earlier system it is performed based on the known 

classes. 

 

Graph 4: Comparison on map reduce efficiency 
 

The Figure 4, shows the comparative result on map reduce pro-

duced by different methods. The proposed MLSS algorithm has 

produced higher map reduce efficiency than other methods. 

 

6. Conclusion 

 
In this paper an efficient class level feature similarity and multi 

level symptom similarity based disease prediction and recommen-

dation algorithm is presented. The method cluster the data points 

of the data set based on CLFS measure. For the classification and 

disease prediction, the method computes the multi level symptom 

similarity measure on all the disease class. Finally a single disease 

class is selected. From the disease class, the method computes the 

success rate for different drugs and populate according to them to 

the practitioner. The method improves the performance of mapre-

duce, disease prediction and recommendation. 
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