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ABSTRACT Major depressive disorder (MDD) is a persistent psychiatric mood disorder that is prevalent
from a few weeks to a few months, even for years in the worst cases. It causes sadness, hopelessness in the
individuals; sometimes, it forces them to hurt themselves. In severe cases, MDD can even lead to the death
of the individual. It is challenging to diagnose MDD as it co-occurs with many other disorders (Co-Morbid)
and many other reasons such as mobility, lack of motivation, and cost. The way to diagnose MDD is
usually high ended that is challenging for the regular clinicians to diagnose. Therefore, to make their work
more comfortable, and to predict MDD at the early stages, we have developed an ensemble-based machine
learning model. The data collected has been cleaned with a preprocessing technique, and feature selection
are performed using wrapper based methods; moreover, in the final step, a stacking based ensemble learning
model is implemented to classify the MDD patients. Furthermore, KNN Imputation is implemented for
preprocessing, RandomForest-BasedBackward Elimination for feature selection andmulti-layer perceptron,
SVM and Random Forest as low-level learners in stacking generalization model. The results show that the
prediction accuracy of the stacking generalization model is superior to the individual classifiers.

INDEX TERMS K-nearest neighbors, major depressive disorder, multilayer perceptron, random forest,
random forest-based feature elimination, stacking generalization and support vector machine.

I. INTRODUCTION

A. MOTIVATION

Depression is the most persistent forms of psychopathol-
ogy [1], which affect one’s way of thinking, behavior, and
feel. It causes prolonged feelings of hopelessness and sad-
ness [2]. Depression is different from occasional mood
swings or being upset, which are for a few days to years. The
reason for a person to suffer from depression is debatable, and
the available treatments are ineffective for many patients [3].

The associate editor coordinating the review of this manuscript and

approving it for publication was Jihwan P. Choi .

In one of the clinical trials ‘‘STAR∗D,’’ it is recorded that only
one-fourth of the patients affected with depression showed
improvement because of its covert heterogeneous nature [4].
According to WHO, it is estimated that 57 million people
who are 18% of the global estimate from India are victims
of depression [5]. Global statistics show that around 4.4% of
the total population are affected by depression, and it is found
common in females [6]. Based on the DSM-5 scale, there are
nine symptoms of depression among, which, if the individual
shows a minimum of five symptoms from nine, and then
he/she would be considered depressed. Also, in those five,
at least one should be losing interest or depressed mood [7].
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When there is a strong, intense and long-lasting feeling of
depression, then it is declared as Major Depressive Disor-
der (MDD) [2]. DSM (Diagnostic and Statistical Manual of
Mental Disorders) is a reference manual, which provides a
common standard for classifying mental disorders based on
the self-reported ratings.
There are many factors for MDD; significant factors are

stress, genetics, biochemical reactions, and hormonal imbal-
ance [2]. The three parts of the brain that play an essential
role in MDD are Hippocampus, Amygdala, and prefrontal
cortex [8]. The hippocampus is placed in the center of the
brain. The task of the hippocampus is to store memory and
to regulate a hormone called cortisol. It is found that during
phases of depression, the hippocampus secretes cortisol in
excess, which affects the production of neurons (brain cells)
and causes memory problems [3], [8]. The amygdala is the
center for generating emotional responses such as pleasure
and fear. High levels of cortisol make amygdala enlarged
and hyperactive, which causes insomnia and irregularities in
the secretion of hormone and many other chemicals [3], [8].
The Prefrontal cortex, which is located in the frontal part
of the brain, is responsible for formingmemories and decision
making. An excess amount of cortisol shrinks the prefrontal
cortex [3], [8].
MDD is challenging to diagnose as it is usually comorbid

(co-occurs with another disorder) such as in older adulthood;
it occurs with coronary heart disease and type 2 diabetes.
MDD in early adulthood increases the risk of heart dis-
ease [9]. In many cases, depression co-occurs with an anx-
iety disorder and leads to substance abuse, smoking, and
alcohol consumption in excess [10]. According to NHMS
(2015-2016), about one in 20 individuals, i.e., 5-25% who
are above 18 years of age has been affected by MDD at
least once in India. Globally, 322 million were suffering from
depression as of 2015 report [5].
According to the recent report by WHO, carried out by

the National Care of Medical Health (NCMH), India is men-
tioned as the most depressed country in the whole world,
followed byChina and theUSA. There are scaring numbers in
India with Depression, Anxiety, Schizophrenia and Bipolar,
which go unreported. The report also shows that 6.5% of the
Indian population is suffering from some mental disorder.
It clearly shows that there is a considerable gap between
the therapist or professionals and the patients. The numbers
are so depressing in India and help is a rare sight, as the
suicide rate in India is 10.9% of every hundred thousand
people [5].
Also, the disturbing fact is that among the depressed peo-

ple, 80%who are diagnosedwith somemental disorder do not
turn up for treatment. It is also predicted that it would increase
by 20% in 2020. If these mental disorders are left undi-
agnosed, they will impair both physical and mental health,
especially in adults. The numbers go up day by day and
have become a taboo topic in this millennial. Though there
is a considerable number of cases in MDD reported and
unreported, the research in this area is very scarce. These

scary figures motivated us to develop a model, which can be
helpful for clinicians or mental health care professionals to
diagnose early and start the treatment or therapy.

Individuals suffering from MDD might have certain fea-
tures in common, mostly feeling low, almost all the time,
which would last weeks or years in the worst case when
compared with a healthy individual [11].

In general, to treat individuals affected by MDD, it is
essential to be diagnosed [10]. There are many constraints
like motivation, cost, and mobility which makes a depressed
individual get professional help tedious. The methods han-
dled to predict the outcome are usually mechanistic ways,
such as brain wave imaging, genetic which uses high ended
equipment unavailable to the clinicians who are trying to
make treatment decisions [12]. So we have chosen a better
alternative which is to develop a Machine learning model
with features of a self-rated report made from demographic
attributes and symptom scores. MDD can be effectively diag-
nosed when we look for a pattern in the data instead of
concentrating on individual attributes which can be done
efficiently by using machine learning techniques. Machine
learning techniques can predict the outcomes strongly by
identifying the best combination of variables.

Machine learning is a process of constructing a model
that learns from data and makes predictions without being
programmed explicitly [13]. The process of prediction
using machine learning involves mostly three stages [14].
It involves the acquisition of data, or preprocessing, where
the data are cleaned and made ready for further processing,
feature selection where the dimension of features is reduced
by selecting only the necessary features. The final stage is
choosing a suitable model for prediction. There are three
most widely used machine learning models [15] they are
supervised learning, unsupervised learning, and reinforce-
ment learning, among which a suitable model can be chosen.
Machine learning is the most attractive because it makes
minimum or no assumptions about the data also has a more
exceptional ability to solve complex problems [16].

Along with Machine Learning, nowadays, Deep Learning
also has gained popularity among researchers in the field
of health care [17]. It includes advanced algorithms such as
Deep Convolutional Neural Networks (DCNN), Deep Belief
Network (DBN), and many others [18]. With these upcoming
and advanced techniques, the classification and prediction of
a disorder can be done with higher efficiency.

In this study, we have implemented the Stacking ensemble
model along with Random Forest-based Backward Elimi-
nation as a Feature Selection method. There are not many
ensembles-based models in the existing works. The Stacking
generalization concept has not been explored well in the
previous works. The Stacking ensemblemethod decreases the
variance and also improves the predictive power of the model.
Hence, we have used three completely unrelated algorithms
to form a base andmeta-learners to form a stacking ensemble,
which was used in the classification of those who are suffer-
ing from MDD.
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B. PROBLEM STATEMENT

This work aims to develop a robust machine learning model
to analyze the data collected, preprocess the data for miss-
ing values as missing values can make the prediction less
efficient. After cleaning, the essential features of the feature
set are selected to make sure only the features that affect
the target variable directly are used and then to implement
an ensemble-based learning method to predict MDD with
better accuracy. The individual implementation of classifiers
always have issues such as over-fitting, non-robust, diffi-
culty in selecting the optimal parameters. On the other hand,
when they are combined by averaging or majority voting,
the problems between them are compensated; hence stacking
ensemble has been implemented by combining all the base
learners.

C. OUR CONTRIBUTION

The data collected is cleaned using KNN imputation, then
selected necessary features using novel Random forward,
based Backward Elimination (RF-BE). Further, the stacking
ensemble model combining Random Forest, Multilayer Per-
ceptron, and Support Vector Machine has been implemented.
The remaining paper is structured as a theoretical back-
ground, related works, materials and methods, methodology,
results and discussions and conclusion.

II. THEORETICAL BACKGROUND

A. DATA PREPROCESSING

Preprocessing is the initial and most significant stage of the
machine learning technique. If there are missing values in
the data or redundant and irrelevant features, it would signifi-
cantly impact the predicted outcomes. Hence it is essential to
clean the data before further processing [16]. There are many
techniques to treat the data with missing values and redundant
data, such as deletion methods, which include pairwise dele-
tion and list wise deletion, then there are imputation methods
such as mean, regression imputation, and many others [19].
In this paper, we have used KNNImputation methods to clean
the data collected.

B. FEATURE SELECTION

Feature selection is the process of selecting the best subset of
features that have a significant impact on the predicted out-
comes. For prediction/classification to be efficient and reduce
the computation time, feature selection is the most needed
one [20]. Feature selection methods are usually categorized
into three types [14] – Wrapper methods, Filter methods,
and embedded methods. Figure 1 shows the diagrammatic
representation of all three methods of feature selection. The
three types of feature selection are:

1) WRAPPER METHOD

They are a form of the black-box method [14], where we feed
them with features and do not know the internal structure or
functionality. It is done using random searching, in which

cross-validation is done to predict the advantage of adding a
feature or removing it from the subset. The wrapper method
wraps the implementation of the chosen model, along with
the search technique [20]. They sometimes lead to over-fitting
and time-consuming [19].

2) FILTER METHOD

Unlike the wrapper method, the filter method is independent
of the learning model [14]. The features are selected based on
their performance scores on the statistical measures [19]. The
filter method ranks every feature, based on their relevance
score. Filter methods are faster than other feature selection
methods, but they are not computationally effective as they
lack interaction with the learning model [20].

3) EMBEDDED METHOD

In embedded methods, the training of a machine learning
model itself will have a feature selection step as a part of it
(decision tree, LASSO) [14]. Although it is more effective
than filter and wrapper methods, it is highly dependent on
the learning model, thus it is difficult to use with any other
learning model [20].

C. MACHINE LEARNING MODELS

Based on the approach used, the machine learning mod-
els are classified into Supervised, Unsupervised and Rein-
forcement learning and a special type called ensemble
learning [19].

1) SUPERVISED LEARNING

Supervised learning is for performing prediction for labeled
class data [18]. The model is trained and analyzed for essen-
tial features and then tested with unlabeled class data [13].
The model gains knowledge in training and applies the
knowledge in the testing phase with real-world data [15].
Based on the data on hand, it is of 2 types: Classification and
Regression, where the former is for discrete binary data and
later is for continuous data [13].

2) UNSUPERVISED LEARNING

Unlike supervised learning, Unsupervised does not involve
any training, and the data is unlabeled [14]. Unsupervised
learning identifies patterns in the given unlabeled data. Here
the model is introduced with data from the real world and
made to gain knowledge on their own and find hidden mean-
ing from the data [15]. Widely used unsupervised algorithms
are Clustering and Association rule mining [20].

3) REINFORCEMENT LEARNING

Reinforcement learning models are mostly goal-oriented
models [20] based on the feedback given by the environment
or an entity in the environment, which is external [15]. For
example, when a dog (entity) fetches a stick, it is rewarded
with a biscuit (Positive feedback) and if it fails, then no biscuit
(Negative feedback) and in gaming (environment).
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FIGURE 1. Feature Selection Methods.

D. ENSEMBLE LEARNING

Ensemble learning consists of meta-algorithms, which com-
bine several learning models into one model, which improves
the prediction accuracy, decreases bias, and variance [22].
The ensemble learning is stronger when compared to the
individual learner algorithms because of its generalization
ability [23]. Based on the bias, variance, and prediction accu-
racy, it is classified into three types: Bagging, Boosting, and
Stacking [22].

1) BAGGING

Bagging is also called bootstrap aggregation, which is a
simple yet effective ensemble algorithm [22]. Bagging offers
diversity by creating replicas of the training data of the entire
training data. It trains different base learner classifiers by
sampling with replacement [23]. Bagging decreases the vari-
ance and suited for a limited size dataset.

2) BAGGING

Bagging is also called bootstrap aggregation, which is a
simple yet effective ensemble algorithm [22]. Bagging offers
diversity by creating replicas of the training data of the entire

training data. It trains different base learner classifiers by
sampling with replacement [23]. Bagging decreases the vari-
ance and suited for a limited size dataset.

3) BOOSTING

Boosting is an iterative approach combining various weak
learners, which results in low training error. Unlike bagging,
where the training data are bootstrapped replicas that have
a possibility of having the same instances in each training
set, boosting the training dataset for each classifier is the
instances that are misclassified by the previous classifier [22].
All the instances are initially given uniform weights, and
the first base learner is implemented with weighted cases.
The error is calculated, and the weights of misclassified
instances are increased, and correctly classified instances
weights are decreased. Boosting decreases bias in the learning
process [21].

4) STACKING

Stacking tries to achieve greater prediction accuracy by
implementing different lower level learners and then com-
bine them using a high-level meta-base learner [23].
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The meta-level base learner combines all the predictions of
multiple individual lower-level base learners and forms a
stacking generalization model. The stacking model increases
the prediction accuracy, but difficult to analyze theoreti-
cally [23].

III. RELATED WORKS

The authors [24] have tried to implement an SVM-FoBa (sup-
port vector machine-based forward and backward searching
strategy) as a wrapper method to find the parameters that
distinguish bipolar disorder from major depressive disorder
(MDD). They have implemented other benchmark feature
selection techniques and compared them with the develop-
mental SVM-FoBa model and found that the SVM-FoBa per-
forms better than them. They have also evaluated the selected
features by doing weight analyses. After applying the pro-
posed feature selection method, the classification accuracy of
the classifiers improved significantly.
The approach of wrapper based feature selection

SVM-RFE (Support vector machine-based Recursive Feature
Elimination) handled by the authors selects the best subset
for analyzing agro-industrial products [25]. They also imple-
mented RF-RFE (Random Forest-Based Recursive Feature
Elimination) along with SVM-RFE. They found that RF-RFE
performed better than SVM-RFE and compared the results
with KWS (KruskalWallis Statistic Method) and showed that
RF-RFE selects the feature subset in a better manner.
The authors [26] had aimed to develop a credit scoring

model using an ensemble machine learning algorithm. They
have proposed a novel heterogeneous model combining bag-
ging and stacking ensemble approaches known as bstack-
ing model. To evaluate the efficiency of this model, they
have implemented many other methods such as homoge-
neous and heterogeneous ensemble models, individual base
learners. Their approach differs in various ways from all
other approaches in trainable Fuser, pool generation, and base
learners selection. They have employed four base learners
XGBoost, GPC, RF, and SVM and trained them as bag-
ging ensembles, and then they developed a bstack stacking
approach by combing these bagging trained models using a
Meta learner. After implementing bstack and testing them
against the benchmark models, they found it outperforms all
the other benchmark models.
The authors [27] have implemented all three ensemble

models bagging, boosting, and stacking to classify Arabic
tweets into predetermined categories. They have imple-
mented a decision tree, Naïve Bayes, and Sequential Minimal
Optimization as individual learners. Then they have devel-
oped ensemble models with the same classifiers and found
that the ensemble models outperform individual learners.
Also, among the ensemble models, stacking takes more time
to execute as it has two layers, i.e., meta layer and base layer.
Boosting takes less time than stacking and bagging takes less
time than boosting and stacking.
A cascaded classifier is a form of ensemble method [28].

The authors have implemented a cascaded classifier and

three stacking approaches for classifying the characteris-
tics of a pulmonary nodule. The cascaded method con-
sists of two levels, and stacking was applied at both the
levels. Each level has base learners such as SVPS, SVM,
KNN, and RF and stacked together. The results show
that the cascaded classifier ensemble approach performs
better than the individual classifiers and other ensemble
approaches.

SVM is the most widely used successful machine learn-
ing classifier; however, when it comes to optimized features
with C value in predicting petroleum reservoir characteristics,
SVM does not perform well [29]. To overcome this issue,
the author has proposed a stacking based ensemble method
of SVM. They have also developed a traditional bagging
technique with SVM and random forest. They have built
a stacking ensemble of SVM with different C values and
implemented SVM individually also. They have compared
the results of the bagging ensemble, stacking ensemble of
SVM, and individual implementation, and they found that
the stacking ensemble of SVM outperforms the other two
applications.

The structure of protein folds is always almost similar
such instances are termed as homology [30]. To overcome
homology and predict the structural class of protein along
with their varying homology, the authors have developed an
ensemble classifier. The proposed ensemble stacking method
consists of four base learners RF, SVM, Logistic Regression,
and Instance-Based. They have implemented three ensemble
techniques Voting,Multi-scheme, and stacking, amongwhich
stacking produces better results.

The authors [31] have developed three ensemble models
based on bagging ensemble technique M5’ ensemble, CART
ensemble, and hybrid M5’ and CART ensemble to find the
parameters of ground peak time-domain. They have tested the
developedmodel against the statistical error parameters. They
have also compared the developed model with other existing
machine learning models, and the results show that the M5’
and hybrid of the M5’ and CART produce accurate results
than other techniques. They have further tested the robustness
of both the models and showed that the hybrid model is more
efficient than the M5’ ensemble.

The authors [32] have proposed an ensemble machine
learning model for the clinicians to use in predicting the
transfer of patients from regular ward to pediatric ICU care
when it is likely. They have developed two boosting ensemble
models gradient tree boosting and adaptive boosting. They
have also developed a third model by averaging the boosting
methods to form another ensemble model. They have proved
that the data-driven ensemble approach performs effectively
than other traditional models.

Table 1 shows the related works and methodologies used
by them. From the table, we can see that the dataset used
by the existing works is mostly private and not avail-
able as open source. Thus, we have used an in-housed
dataset, which was collected in real-time through a standard
questionnaire.
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TABLE 1. Related works.

IV. METHODOLOGY

The whole process consists of 3 stages, namely, Preprocess-
ing, Feature Selection and Classification. Figure 2 shows the
diagrammatic representation of the whole process.

A. MATERIALS AND METHODS

The dataset we have used for this study is collected from
a psychiatric department in a hospital that has around
3040 records and 22 features, including the demographic
features and symptom scores. The dataset has been split
into equal halves of training and testing data, each hav-
ing 1520 records and 12 features after feature selection.
On the selected training set, the model is trained, and out-
comes are classified. Then, with the testing data, the trained
model was evaluated for accuracy. Table 3 shows the feature
descriptions.

B. PREPROCESSING

The collected dataset has missing values; hence to clean
them, we have used the KNN Imputation technique. The
KNN Imputation algorithmfinds the distance between closest
records and identifies the K most intimate record and cal-
culates weights according to widely used distance measures

TABLE 2. Notations used in the pseudo-code.

such as Minkowski, Euclidean, and Manhattan distance mea-
sures [33], [34]. In R Studio, for implementing KNN Impu-
tation, we have used knnImputation method, which is under
the package ‘‘DMwR.’’ The parameters we have considered
in the knnImputation method are, ‘k’ (k = 4), which is the
number of neighbors and the distance measure. We have used
theManhattan distancemeasure (absolute difference between
2 records) used with KNN Imputation to clean the data. The
Manhattan distance measure for computing distance between
the two records is [33],

MD (X ,Y ) =
∑n

k=1
|Xi − Yi| (1)

C. FEATURE SELECTION

In the depression data set we have used, there are about
22 features and 2,300 records. The dataset has features that
are dependent on each other. Dependent features directly
affect the accuracy of the classification model because of the
feature interaction [35]. To reduce the feature interaction and
remove redundant variables, we have implemented a novel
feature selection algorithm Random Forest-based Backward
Elimination (RF-BE).
In R Studio, we have used the ‘‘caret’’ package for imple-

menting the feature selection method.
The backward elimination is a searching technique that

takes the dataset as a whole with all the predictors and
eliminates the least performing predictor one by one [36].
The random forest is a combination of decision trees, and
we have combined backward elimination and random forest
and developed a wrapper-based feature selection technique
for obtaining better results.

D. ENSEMBLE CLASSIFIER MODEL

The feature selection technique RF-BE selects the best pos-
sible features that are important in predicting depression,
which is a binary classification problem. The next step is
to apply a machine learning technique to classify depressed
and not depressed records. In this study, we have imple-
mented a stacking ensemble classifier method consisting of
Multilayer Perceptron (MLP), SVM, and a random forest
as low-level base learners and multilayer perceptron as a
meta-level algorithm.
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FIGURE 2. Process Flow Diagram.

The three base learners are first implemented separately
and then formed as stacking ensemble with a multilayer
perceptron as meta-level. Amultilayered perceptron is a feed-
forward artificial neural network [37]. ANN’s functionalities
and structure are similar to the functionalities and the struc-
ture of the brain. The neurons are the functional units which
are connected to each other and function in parallel. These
neurons are connected using a connecting link which has the
information for solving problems [38], [39].

For implementing MLP in R Studio, we have used the
MLP method, which is under the package ‘‘RSNNS,’’ with
parameters, a number of hidden layers, learning rate (0.25),
and learning function (Back Propagation).

A support vector machine (SVM) is a supervised machine
learning algorithm for regression and classification problems.
Each attribute is a point in n-dimensional space (n – the
number of features) [38]. For performing linear classification,
a hyperplane is formed, which separates the two classes
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TABLE 3. Feature description.

well enough. For non-linear classification, kernel methods
like Gaussian kernel, Laplace kernel, Polynomial kernel are
used [40], [41].
For implementing SVM in R Studio, we have used the

SVM method under the package, ‘‘e1071’’ with parameters,
type (classification), and kernel (linear).
Random forest is a learning algorithm that is a combination

of several decision trees. It predicts by averaging the decision
tree predictions [42]. The tree is built with a root node that
has the feature that contributes significantly by separating the

Pseudocode RF-BE
Input: List of all predictors: B0 = B1,B2. . . . .Bn

Step 1: Select all the features in the list V = [1, 2, 3. . . . .n]
Step 2: Find the p-value of all the features in the list

α [i] = p− value of all the attributes

Step 3: Eliminate the feature which has the largest p-value
For i in 0: n

If α [i] > p(thresholdp− value)

X [i] = α[i]

T [i] = B [i] − X [i]

Step 4: The classifier with selected features is trained.

S = RF-train(T ,V )

Step 5: Compute the weight

Wi =
∑

i

SiTi

Step 6: Determine the rank of features based on their
weights

R = (Wi)
2 ∀i

Step 7: Find the feature with the smallest rank

M = min(R)

Step 8: Eliminate the feature with the smallest rank and
update the list.

L = [V (M) ,M ]

V = V (1 : M − 1,M + 1 : length (V ))

Output: Ranked Feature List.

sample classes. Then the tree is divided into many branches
until an outcome (decision node or lead) is attained [43].

It is challenging to obtain optimal parameters using a Mul-
tilayer perceptron; the robustness of SVM is not always good
and random forest has overfitting issues [44]. To overcome
these issues and to improve the prediction accuracy, we have
developed a stacking ensemble model. In Stacking, these
three models will compensate for the issues and offer better
results.

For implementing the Random Forest in R Studio, we have
used the randomForest method, which is under the package,
‘‘randomForest,’’ with parameters such as, ntree (500) and
Importance (TRUE).

V. RESULTS

The original dataset consists of 3040 records with 22 fea-
tures. After preprocessing the data with the help of KNN
Imputation, the missing values are handled. In the second
step, feature selection is made by applying a novel wrapper-
based feature selectionmethod, RF-BE, which eliminates low
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FIGURE 3. Stacking Generalization Models.

performing features in iteration and ranks them according to
their evaluation score. Twelve features have been selected
by the algorithm, which is independent and will not inter-
act much in the way of affecting the target variable. After
choosing the critical features, the classification is divided into
two parts in the first part the base learners are trained, and
the outcomes are predicted individually. In the second part,
to overcome the issues with the individual implements of the
base learners, we have developed a stacking generalization
algorithm. In the stacking generalization algorithm, MLP,
SVM and DT are trained as low-level base learners, and the
predicted outcomes are inputted to the meta-level learner,
which isMLP Figure 3 shows the process flow of the stacking
generalization model. The steps involved in developing a
stacking generalization model are as follows:

1) The individual base learners (MLP, SVM, and DT) are
trained on the training data.

2) Using the base layer of the model prediction is done for
both training and testing data.

3) The top layer, which has the meta-learner (MLP),
is trained on the predictions from the base layer that
has been made on training data.

4) Using the base layer prediction done on testing data,
the top layer prediction is made.

A. PERFORMANCE EVALUATION

For the evaluation of the developed model, we have used the
confusion matrix. The confusion matrix is a table that is used
to evaluate the performance of a classification model, which
was tested on test data, and the true values are known. The

basic terms of confusionmatrix were True Positive (TP) when
the model predicted positive, and the actual is also positive,
True Negative (TN) when the model predicted negative, and
the actual is also negative, False Positive (FP) when themodel
predicted positive, but the actual was negative, False Nega-
tive (FN) when the model predicted negative but the actual
is positive [45]. Using the confusion matrix, various rates
can be computed, and in this study, we have used accuracy,
sensitivity, specificity, precision, and measure for evaluating
ourmodel. The confusionmatrix parameters can be explained
as follows,

Accuracy – It is the percentage of cases classified correctly
as depressed or not depressed.

Sensitivity – It is used to find cases that are identified
correctly as depressed.

Specificity– It is used to find cases that are identified as
without depression.

Precision– It is used to find out the percentage of cases
that the classification model has found out as depressed and
are actually depressed.

FMeasure – FMeasure is the harmonic mean of Recall and
Precision. It helps in finding out the precision and robustness
of the classification model.
The formula for performance metrics is given in

Table 4 [45].
The dataset is split into training and testing sets, which are

equal halves, each consisting of 1520 records. The prediction
accuracy of MLP, SVM, and Random Forest are 96.38%,
95.06%, 96.90%, respectively, when implemented individu-
ally. Figure 4 shows the error rate plot for the random forest.
Figure 5 shows the plotted neural network and its connection
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TABLE 4. Performance metrics.

links with the neurons. The solid black line indicates the Out
of the bag error, and the colored lines are error rate for the
binary class (0 and 1).
After implementing the stacking generalization model,

the algorithm is tested for its efficiency through the confusion
matrix, which has various metrics such as Accuracy, Sensi-
tivity, Specificity, Precision, and FMeasure. Figure 6, 7, 8,
9 shows the confusionmatrix ofMLP, SVM, RF, and stacking
ensemble model, respectively.
Also, we have implemented the AUC (Area Under the

Receiver Operating Characteristic Curve) curve to evalu-
ate the model further. AUC-ROC is th4e most widely used
method for assessing the classification model. In AUC-ROC,
AUC represents the measure of separability, and ROC rep-
resents the probability curve of the model. When the AUC
is high, then it implies that the model has high classification
accuracy. The AUC-ROC curve is plotted with False Positive
Rate (FPR) on the x-axis and True Positive Rate (TPR) on the
y-axis.
The AUC of the Stacking ensemble is found to be 98%.

The result is plotted in figure 10. It is found that the pre-
diction accuracy of ensemble stacking generalization is con-
siderably better than the prediction accuracy of individual
base learners. We have done 50 iterations to normalize the
accuracy. Also, we have implemented the proposed approach
with various ratios of training and testing data, such as 90-10,
80-20, 60-40, and 50-50. The maximum accuracy is attained
at the 80-20 ratio. We have used a k-fold cross-validation
method for validating the performance of the implemented
model on unseen data. K-fold cross-validation is the pro-
cess of constructing and evaluating k number of models to
calculate the prediction accuracy and model error. We have

FIGURE 4. MLP Network.

FIGURE 5. MLP Confusion Matrix.

used 25 folds in the k-fold cross-validation to estimate the
accuracy. Table 3 shows the performance evaluations of the
individual base learners and the ensemble stacking algorithm.

From Table 5, we can infer that the prediction accu-
racy of the stacking ensemble is considerably higher than
the individual base learners. The stacking ensemble com-
promises the issues with implementing individual learners
and improves the prediction accuracy. The accuracy of the
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FIGURE 6. SVM Confusion Matrix.

FIGURE 7. RF Confusion Matrix.

FIGURE 8. Stacking Confusion Matrix.

ensemble stacking model is 98.16%, which shows that by
combining the errors of individual base learners using Stack-
ing, the accuracy is also improved. The plot in figure 11 shows
the comparisons of performance metrics of individual and
stacking models.
In comparison with the existing work on Stacking [46]

for predicting depression among the elderly, the proposed
stacking algorithm performs better. In the current work, they
have implemented Stacking with Decision Tree (DT), Neural
Network (NN), Logistic Regression (LR), and Support Vector

FIGURE 9. AUC-ROC Curve for Stacking Generalization Model.

FIGURE 10. Performance Evaluation of MLP, SVM, RF, and Stacking.

Machine as Meta-Level Learners and Logistic Regression as
Base-Level Learner. It offers classification with an accuracy
of 86%, and the AUC is 81%, whereas the proposed method
provides classification with an accuracy of 93%, and AUC
is 0.9125

In comparison with existing work on Stacking [47] for
automatic prediction of depression in older age, the proposed
stacking algorithm shows better results. In the existing work,
they have implemented Stacking with Random Forest, which
created an ensemble with the decision trees. The classifi-
cation accuracy of 88% and AUC is 0.894, whereas the
proposed method offer classification accuracy of 91% and
AUC is 0.938. Table 5 shows the comparative results of the
proposed work with the present state-of-the-art works.

VI. DISCUSSION

Many of the existing works related to MDD are mostly based
on bagging and boosting. The boosting method decreases the
bias, thereby increasing the predictive power, and bagging
reduces the variance in the prediction model. Bias is the
tendency to learn the wrong relations by not considering all
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TABLE 5. Comparison of various state-of-the-art techniques of MDD
Prediction models with the proposed model.

TABLE 6. Performance metrics.

the features. The model with high bias will not learn the
correlation between the attributes efficiently. Variance is the
measure of indicating, how dependent the developed model is
on the training data. If the dependency is high, then that would
make the model unstable. High Variance and High Bias will
significantly affect the accuracy of the model.
As focus on improving the predictive power and also

decrease the variance of the model, we have implemented
the stacking generalization ensemble model. The stacking
ensemble model reduces the variance as well as the bias and
increases the predictive power of the model. In this study,
we have implemented a Stacking Ensemble model to improve
prediction accuracy as well as decrease the variance. We have
used MLP, RF, and SVM as base-learners and MLP as the
meta-learner.
We have combined these three to compensate each other

model’s limitations and offer better accuracy than implement-
ing them as individual models. We have tabulated the results
in Table 6. We have compared the implemented Stacking
model with the existing State-of-the-art techniques and found
that our proposed approach performs significantly better.
In comparison, we have applied our model on the exist-
ing work datasets and proved that the proposed approach

achieved enhanced prediction accuracy than the existing
works on those datasets. The results of the comparison are
shown in Table 5.

VII. CONCLUSION

In this paper, we have developed a stacking generalization
model for improving the accuracy in predicting MDD. In the
first step, we have implemented a KNN Imputation prepro-
cessing technique for handling the missing values in the data.
Then in the next step, we have used Random Forest-Based
Backward Elimination, which is a wrapper based feature
selection method for reducing the feature dimension, which
would reduce the feature interactions and helps in increas-
ing the prediction accuracy. The initial number of features
was 22, and then RF-BE has reduced to 12 features with
which further process. We have split the data into training
and validation data. The training of the stacking general-
ization is done with the training data, and the prediction is
made using the validation data. The stacking generalization
is made by combining three low learners MLP, SVM, and RF
and then averaging them into a Meta level learner (MLP).
The classifiers are also implemented individually to com-
pare the results. The accuracy of individual classifiers MLP,
SVM, RF is 96.38%, 95.06%, and 96.90%, respectively. The
accuracy of the stacking generalization model is 98.16%.
The results show that the stacking generalization model has
improved the prediction accuracy when compared with indi-
vidual base learners.
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