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Abstract 

Copyrights protection of digital data become inevitable in current 

world. Digital watermarks have been recently proposed as secured 

scheme for copyright protection, authentication, source tracking, and 

broadcast monitoring of video, audio, text data and digital images. In 

this paper a method to embed a watermark in region of non-interest 

(RONI) and a method for adaptive calculation of strength factor 

using neural network are proposed. The embedding and extraction 

processes are carried out in the transform domain by using Discrete 

Wavelet Transform (DWT). Finally, the algorithm robustness is tested 

against noise addition attacks and geometric distortion attacks. The 

results authenticate that the proposed watermarking algorithm does 

not degrade the quality of cover image as the watermark is inserted 

only in region of non-interest and is resistive to attacks. 
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1. INTRODUCTION

The rapid development of digital media provides a great 

convenience for adopting, using or modifying the information. 

The development in computer network communications make 

information transmission relatively simple and quick and at the 

same time the rate of exposure to attack is also very high [1]. A 

digital watermark is a distinguishable piece of information that is 

adhered to any data which is required to be protected. The data 

in which the watermark embedded is called the cover data or 

cover signal and the embedded data is called watermark. Since 

watermarking could be carried out on various types of cover data 

like digital images, digital video and audio, the imperceptibility 

constraint will take different forms, depending on the properties 

of the recipient. In addition to imperceptibility, robustness of the 

watermark should also be maintained. As watermarking is used 

to protect the copyrights of cover data, it should not be easily 

removable from the watermarked objects either through normal 

signal processing operations which may be intentional or 

unintentional or through any statistical process [2]. Applications 

of digital watermarking include copyright protection, covert 

communication, broadcast monitoring, content authentication, 

content description, and copy control [3]. 

Digital watermarking can be classified into two types as 

visible watermarking and invisible watermarking [4]. In visible 

watermarking, the information is embossed in such a way that 

the inserted information is perceptible to easily recognize the 

owner of an image or video but in invisible watermarking, 

inserted information cannot be perceived. The hidden 

information can be detected to some extent with much effort [5]. 

The information to be inserted may be a text data or a logo 

which identifies the owner of the media. As mentioned earlier, 

based on the host signal in which the watermark is embedded, 

watermark may be classified as digital image watermark, video 

watermark and audio watermark [6][7]. 

Once the host signal is selected, the watermarking can be 

done either in the spatial domain by modifying pixel intensity 

values or in the frequency domain by transforming images using 

Discrete Cosine Transform (DCT), Discrete Fourier Transform 

(DFT) or Discrete Wavelet Transform (DWT)[8].  

Fig.1. Basic Watermarking Process 

P.T. Yu et al. [9] proposed a novel digital watermarking 

technique which hides an invisible watermark into a color image 

and uses a neural network concept to learn the relationship 

between the embedded watermark and the watermarked image. 

The relationship learnt by the neural network is then used as a 

digital signature in the extraction process. Multiple embedding is 

adopted in this technique to improve the performance. Due to the 

flexibility and adaptability of the neural network, the 

watermarking technique outperforms the conventional 

techniques against several attacks. Chang et al. [10] presented a 

specifically designed full counter-propagation neural network 

for digital image watermarking. Different from the traditional 

methods, the watermark is embedded in the synapses of the 

FCNN (Full Counter-Propagation Neural Network) instead of 

the cover image. The quality of the watermarked image is almost 

same as the original cover image. Since the watermark is stored 
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in the synapses, most of the attacks could not degrade the quality 

of the extracted watermark image. 

A novel watermarking method for an image is proposed by 

Jun Zhang [11], in which the logo watermark is embedded into a 

novel transform domain called multi-wavelet transform domain. 

Since the differences between the corresponding coefficients in 

two sub-blocks in the coarse level of the multi-wavelet domain 

are small, the embedding strategy could ensure the quality of the 

image. A BPN (Back Propagation Network) model is used to 

learn the relationship between the watermark and the 

watermarked image. Wang et al [12] presented a novel blind 

digital watermarking scheme based on neural networks in the 

multi-wavelet domain. The watermark is embedded into the 

coefficients selected based on the weight factors calculated by 

exploiting the HVS characteristics. The neural network was 

fused properly with watermarking process to enhance the 

performance of conventional watermarking techniques. In [13], a 

digital watermarking scheme using neural networks is proposed 

in which the original image is divided into blocks, and then a 

neural network is used to decide adaptively different embedding 

strengths according to different textural features and luminance 

value of each block. As it is embedded adaptively based on 

luminance value and textural features, the resulting watermarked 

image is extremely robust to image compression attack. In [14], 

artificial neural network (ANN) is used to model the HVS to 

decide the watermark strength of DCT coefficients and 

watermark bits are embedded into the DCT coefficients 

adaptively. It shows that an ANN can better model human visual 

system and that the watermarking strength calculated using 

ANN is much better than conventional methods without causing 

visual degradation of watermarked images. This results in 

making the watermark more robust.  

Based on the literature it is found that neural network is used 

to calculate watermark strength adaptively for the entire region 

of an image. If watermark is embedded in the entire region of an 

image the quality of watermarked image would be degraded, 

instead region which is not important (RONI) is altered to insert 

watermark to maintain the quality of important region. Thus the 

region based watermarking using neural network is proposed in 

this paper. Moreover to make the watermark more robust it is 

embedded in wavelet domain.  

The rest of the paper is organized as follows. In section 2 

preliminaries of neural networks, basics of discrete wavelet 

transformation and importance of region based watermarking are 

briefly given. In section 3 the proposed work is presented in 

detail. Results and discussion are given in section 4. Section 5 

concludes the work. 

2. BASICS OF RELATED THEORIES 

In this section, the basic concepts of the artificial neural 

networks and discrete wavelet transform used are described. In 

addition, the concept of RONI has been introduced. 

2.1 ARTIFICIAL NEURAL NETWORKS 

The study of neural networks was developed from the 

theories of how the human brain works. Many modern scientists 

believe the human brain is a large collection of interconnected 

neurons. These neurons are connected to both sensory and motor 

nerves. Scientists believe, that neurons in the brain fire by 

emitting an electrical impulse across the synapse to other 

neurons, which then fire or don't depending on certain conditions 

[15-16]. 

The structure of a feed forward neural network employed in 

this work is shown in Fig.2. In this experimental work, Back 

propagation algorithm is applied for learning the samples, Tan-

sigmoid and log-sigmoid functions are applied in hidden layer 

and output layer respectively, Gradient descent is used for 

adjusting the weights as training methodology. 

 

Fig.2. Architecture of a Feed Forward Neural Network 

2.2 DISCRETE WAVELET TRANSFORMATION 

Discrete wavelet transform (DWT) is a technique used to 

represent an image in a new time and frequency scale by 

decomposing the image into low, middle and high frequency 

bands. The value of low frequency band is the averaging value 

of the filter whereas the high frequency coefficients are wavelet 

coefficients or detail values. 

2.3 REGION OF NON-INTEREST (RONI) 

A region of non-interest (RONI) is a selected subset of 

samples within a dataset identified for a specific purpose. An 

RONI is defined by creating a binary mask, which is a binary 

image of same size as the image to be watermarked with pixel 

values that define the RONI set to 0 and all other pixels set to 1. 

A particular image can have more than one area that may be 

used as region of non-interest for embedding watermark. Among 

the available regions suitable region of watermark size is 

selected for insertion of watermark. The regions can also be 

defined by a range of intensities [17-18].  

3. PROPOSED WORK 

In this paper the region of non-interest based watermarking 

algorithm in transform domain is proposed. The entire region of 

an image could be used for inserting watermark but the visual 

quality of important region would be degraded. To insert the 

watermark and in order to retain the quality of interested regions, 

the selection is made from the regions which are not important. 

Furthermore the inserted watermark should be robust to normal 

image/signal processing attacks. To achieve more robustness the 

watermark is embedded in transform domain. If the watermark 

strength is increased the visual quality of the watermarked image 

would be degraded. Similarly if the watermark strength is very 

low the fidelity of the inserted watermark would be very less. In 

order to maintain both the quality of cover image and fidelity of 

inserted watermark the embedding strength should be selected 

by taking the tradeoff between above said requirements. The 

embedding strength of watermark image is calculated by training 
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a neural network using the first level of results. The procedure 

for embedding and extracting watermark into/from an image is 

given in subsequent sections. 

3.1 WATERMARK EMBEDDING ALGORITHM 

In the embedding process, the region of non-interest part of 

an image is transformed using discrete wavelet transform. As the 

low frequency band of a cover image is robust to compression 

attack watermark is inserted in the low frequency band of an 

image. Once watermark insertion is carried out in region of non-

interest then the region of interest is merged to get the final 

watermarked image. To test the proposed work a sample gray 

scale image of size 256×256 is considered as cover data and a 

small identity image of size 128×128 is used as watermark. The 

process of embedding watermark is given in Fig.3. 

 

Fig.3. Watermark Embedding Process 

Insertion Algorithm  

1. Read a grayscale cover image I and the watermark image W 

2. Remove the region of interest (ROI) from an image using 

masking operation   

3. Apply 2D-DWT on the region of non-interest part of an 

image. 

4. Calculate the embedding strength  by using the initial 

quality measures such as peak signal to noise ratio and 

correlation coefficient of original and extracted watermark   

5. Insert watermark in low frequency region of the DWT 

transformed image using the following equation 

 I I W     (1)      

6. Apply inverse DWT in order to get the watermarked non-

region of interest in an image 

7. Combine extracted ROI part with watermarked non-region 

of interest of an image to get the final watermarked image 

 

Fig.4. Watermark Extraction Process 

3.2 WATERMARK EXTRACTION ALGORITHM 

The procedure for extracting the watermark from the 

watermarked image is given in Figure 4. To extract watermark 

from the watermarked image, the region of interest is cropped 

and the remaining region is subjected to wavelet transformation. 

As this algorithm is classified as non-blind watermarking 

algorithm the original image is also required to extract 

watermark from low frequency band. 

Extraction Algorithm: 

1. Apply 2D-DWT on both the watermarked image and 

original cover image 

2. Let the low frequency region of the watermarked image 

be LL1 and the low frequency region of the cover 

image be LL. 

3. Extract the watermark using the following equation: 

   /W I I       (2) 

4. RESULTS AND DISCUSSION 

The performance of our proposed algorithm is analyzed by 

embedding watermark in non-region of interest of an image in 

frequency domain. The quality of the watermarked image can be 

measured either subjectively or objectively and it is observed 

that both subjective and objective quality of watermarked image 

is good. The PSNR is the objective criteria used to measure the 

quality of the watermarked image. The formula for measuring 

PSNR and NC values are given in Eq.(3), Eq.(4) and Eq.(5).  

  10
255

PSNR 10log
MSE

   
 

    (3) 
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      (4) 

 and  represent the pixel values of original host 

image and the watermarked image respectively and parameters 

m, n specify row and column size of  an image. 

The quality of the watermarked image is measured through 

normalized correlations (NC) using Eq.(5), which is used to 

measure the similarity between original watermark and extracted 

watermark [10]. 
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Initially the watermark is embedded with embedding strength 

 = 0.0001. The embedding factor value 0.0001 gives good 

subjective quality of watermarked image. Feed-forward neural 

network is trained by giving initial embedding strength and 

obtained normalized correlation value. Based on the value of the 

normalized correlation, further iterations are performed. If NC 

value is equal to 1, the iteration is stopped. If obtained NC value 

is not very closer to 1 then the embedding strength is 

incremented by an amount of 0.001 for every iteration.  The 

watermark embedding and extraction procedure are carried out 

for the new embedding strength value and the process continues 

till the NC value is close to 1 or reaches the saturation level i.e., 

maintain the same value for many iterations. A sample grayscale 

image and a watermark image are shown in Fig.5(a) and 5(b) 

respectively. The peak signal to noise ratio and normalized 

correlation values are calculated in order to estimate the quality 

of the watermarked image and the extracted watermark 

respectively. 

 

 

Fig.5(a). Cover Image Fig.5(b). Watermark Image 

The best embedding strength found to be 0.007 for this test 

image and the obtained PSNR value 40. 6523 dB and NC value 

is 0.9593 which shows very good objective quality of 

watermarked image and extracted watermark under no attacks 

condition. Keeping this value of embedding strength constant, 

the algorithm is tested with various attacks such as addition of 

salt and pepper noise, Gaussian noise, Poisson noise and speckle 

noise and results are tabulated.  A special type of Gaussian noise 

called white Gaussian noise, in which the values at any pairs of 

times are statistically independent that is uncorrelated. Gaussian 

noise is most commonly used as additive white noise and its 

probability density function is given in Eq.(9), 

   
 2

22

2

1

2

x

f x e










    (6) 

where, μ represents the mean and σ represents the standard 

deviation. In Table.1 the normalized correlation value and 

extracted watermark are given by keeping μ = 0 and varying the 

value of σ. In Fig.6 the graphical representation of noise density 

versus obtained normalized correlation is given. 

Salt and pepper noise is randomly occurring white and black 

pixels. The corrupted pixels are either set to the maximum value 

or have single bits flipped over. In some cases, single pixels are 

set alternatively to zero or to the maximum value, giving the 

image a „salt and pepper‟ like appearance. The noise is usually 

quantified by the percentage of pixels that are corrupted [19]. In 

Table.2 the extracted watermark and calculated normalized 

correlation is given after applying salt and pepper noise. 

Similarly the relation between noise density and extracted 

watermark is given in Fig.7.  

Table.1. Extracted Watermark and obtained Normalized 

Correlation after Gaussian Noise attack 

Variance Normalized Correlation Extracted Watermark 

0.01 0.95098 
 

0.05 0.94988 
 

0.08 0.94956 
 

0.1 0.94938 
 

 

Fig.6. Relation between obtained NC and Gaussian Noise with 

various densities 

Speckle noise is a granular noise that inherently exists in and 

degrades the quality of the active radar and synthetic aperture 

radar (SAR) images. Speckle noise in conventional radar results 

from random fluctuations in the return signal from an object. It 

increases the mean grey level of a local area [19]. In Table.3 the 

extracted watermark and normalized correlation value after 

speckle noise attack are given. Fig.8 shows the relation between 

speckle noise density and obtained normalized correlation 

values. The resistivity of proposed algorithm for different types 

of noise attack is shown in Fig.6, Fig.7 and Fig.8. 

Another important type of attack is called geometric attack 

which includes rotation, translation and scaling.  A rotation is a 

circular movement of an object around a center (or point) of 

rotation. That common point lies within the axis of that motion. 

The axis is 90 degrees perpendicular to the plane of the motion. 

The algorithm is tested with rotational attack and result is 

tabulated in Table.4. The relation between amount of rotation 
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and normalized correlation of extracted watermark is shown in 

Fig.9.  

Table.2. Extracted Watermark and Normalized Correlation 

after Salt and pepper noise attack 

Noise Density 
Normalized 

Correlation 
Extracted Watermark 

0.01 0.95017 

 

0.05 0.94972 

 

0.08 0.94912 

 

0.1 0.94886 

 
 

 

Fig.7. Relation between obtained NC and salt and pepper noise 

with various densities 

Table.3. Extracted Watermark and Normalized Correlation after 

Speckle noise attack 

Variance 
Normalized 

Correlation 
Extracted Watermark 

0.001 0.94921 

 

0.004 0.94753 

 

0.008 0.94614 

 

 

Fig.8. Relation between obtained NC values and with various 

Speckle noise variance 

Table.4. Extracted Watermark and Normalized Correlation after 

Rotation attack 

Degree of 

Rotation 

Normalized 

Correlation 
Extracted Watermark 

15 0.94278 

 

45 0.94158 

 

90 0.93847 

 
 

 

Fig.9. Relation between obtained NC Values after rotation 

attacks 

In geometry attack, scaling is a linear transformation 

technique that enlarges or shrinks objects by a scale factor that is 

the same in all directions. Scaling can be done uniformly as well 

as non-uniformly. In uniform scaling, the object is scaled 
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uniformly on every axis. In non-uniform scaling, different scale 

factors are applied on different axes of the object. Non-uniform 

scaling changes the shape of the object. The algorithm is tested 

with rotational attack and result is tabulated in Table.5. The 

relation between scaling factor and normalized correlation of 

extracted watermark is shown in Fig.10. 

A translation moves every point of an image by the same 

amount in a given direction. It is one of the rigid motions a 

translation can also be interpreted as the addition of a constant 

vector to every point, or as shifting the origin of the coordinate 

system. The results obtained with various translation factors is given 

in Table.6. The graphical representation of extracted watermark and 

calculated normalized correlation is given in Fig.11. 

Table.5. Extracted Watermark and Normalized Correlation after 

Scaling attack 

Scale Factor 
Normalized 

Correlation 
Extracted Watermark 

10% 0.94278 

 

40% 0.94158 

 

80% 0.93847 

 

 

 

Fig.10. Relation between obtained NC Values and with scaling 

factor 

In this work the proposed algorithm is tested against two 

types of attacks namely noise addition and geometric. As per the 

results obtained this algorithm is performing well for all kinds of 

noise addition attacks as various geometric attacks. As the 

proposed algorithm is inserting watermark in selected frequency 

band of wavelet decomposed image implements resistivity to 

different images processing attacks. 

 

Table.6. Extracted Watermark and Normalized Correlation after 

Translation attack 

Translation 

Factor 

Normalized 

Correlation 

Extracted 

Watermark 

10 0.94278 

 

40 0.94158 

 

80 0.93847 

 
 

 

Fig.11. Relation between obtained NC Values and with various 

speckle noise densities  

5. CONCLUSION 

Digital watermarks have been dominantly used as scheme for 

copyright protection of digital images, video, audio and text 

data. This paper describes a method to embed watermark in 

region of non-interest (RONI) and also a method for adaptive 

calculation of strength factor using neural network. The 

embedding and extraction processes are carried out in the 

transform domain by using Discrete Wavelet Transform (DWT). 

Finally, the algorithm robustness is tested against noise addition 

attacks and geometric distortion attacks. The results obtained 

show that the algorithm is more robust to geometric attacks and 

noise addition attack. The calculated peak signal to noise ratio 

prove that the objective quality of watermarked image good. As 

the proposed algorithm is inserting watermark in selected 

frequency band of wavelet decomposed image provides 

resistivity to different image/ signal processing attacks. The 

proposed algorithm could also be extended to video sequences 

for inserting watermark in transform domain.  
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