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ABSTRACT
Seminal fluid is the secretion from many glands comprised of several organic and inorganic
compounds including free amino acids, proteins, fructose, glucosidase, zinc, and other scavenging
elements like Mg2+, Ca2+, K+, and Na+. Therefore, in the view of development of novel approaches
and proper diagnosis to male infertility, overall understanding of the biochemical and molecular
composition and its role in regulation of sperm quality is highly desirable. Perhaps this can be
achieved through artificial intelligence. This study was aimed to elucidate and predict various
biochemical markers present in human seminal plasma with three different neural network
models. A total of 177 semen samples were collected for this research (both fertile and infertile
samples) and immediately processed to prepare a semen analysis report, based on the protocol of
the World Health Organization (WHO [2010]). The semen samples were then categorized into
oligoasthenospermia (n=35), asthenospermia (n=35), azoospermia (n=22), normospermia (n=34),
oligospermia (n=34), and control (n=17). The major biochemical parameters like total protein
content, fructose, glucosidase, and zinc content were elucidated by standard protocols. All the
biochemical markers were predicted by using three different artificial neural network (ANN)
models with semen parameters as inputs. Of the three models, the back propagation neural
network model (BPNN) yielded the best results with mean absolute error 0.025, -0.080, 0.166, and
-0.057 for protein, fructose, glucosidase, and zinc, respectively. This suggests that BPNN can be
used to predict biochemical parameters for the proper diagnosis of male infertility in assisted
reproductive technology (ART) centres.

Abbreviations: AAS: absorption spectroscopy; AI: artificial intelligence; ANN: artificial neural
networks; ART: assisted reproductive technology; BPNN: back propagation neural network model;
DT: decision tress; MLP: multilayer perceptron; PESA: percutaneous epididymal sperm spiration;
RBFN: radical basis function network; SRNN: simple recurrent neural network; SVM: support vector
machines; TSE: testicular sperm extraction; WHO: World Health Organization
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Introduction

Seminal fluid is the secretion frommany glands comprised
of several organic and inorganic compounds including free
amino acids, proteins, fructose, glucosidase, zinc, and other
scavenging elements like Mg2+, Ca2+, K+, and Na. Mg is
responsible for the modulation of erectile function and
sperm motility in the vas deferens and the female repro-
ductive tract. Zinc ions contributed by the prostrate at the
time of ejaculation aid in the production of semen coagu-
lum which is an elastic substance that exerts a physical
constraint on sperm motility. After liquification of semen
in the female reproductive tract, zinc ions reinitiate sperm
motility. Semen is 50% proteins by weight and the seminal
plasma proteins are required for proper sperm function
and its interaction inside the female genital tract. Some

peptides and proteins act to signal the female immune
system for sperm rejection or tolerance and ultimately
influence the relative intrinsic fertility of the couple. To
develop novel approaches towards proper diagnosis to
male infertility, an overall understanding of the biochem-
ical and molecular composition and its role in regulating
sperm quality is highly desirable. Laboratory procedures
pertaining to the evaluation and estimation of the fertility
associated biomolecules in semen are exhaustive and time
consuming. For this purpose, major biochemical markers
were elucidated and predicted with artificial neural net-
work (ANN) models.

Three different ANN models like Multilayer
Perceptron (MLP), Decision Tress (DT), and Support
Vector Machines (SVM) have been used to predict
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various parameters involved in the male fertility poten-
tial [Gil et al. 2012]. Furthermore, ANN has also been
used to predict various medical applications. The major
advantage of ANN in predicting the parameters for
biological samples is its potential to sustain clinical
decision using a cheap and sensitive tool while handling
the maximum number of samples within the time limit.
It is easy to compare the results with the existing
sample database which makes it helpful in creating a
biological and biochemical parameter dataset as a single
software solution [Lisboa and Taktak, 2006].

A large number of classifiers are available within
artificial intelligence (AI), including ANNs and SVMs
[Polat et al. 2009; Conforti and Guido, 2010]. Patients
with azoospermia male infertility are typically availed
techniques like testicular sperm extraction (TSE), per-
cutaneous epididymal sperm aspiration (PESA), that
are used in assisted reproduction for enhancing the
fertility [Devroey et al. 1994; Silber et al. 1996]. The
success rate for assisted reproduction increases using
these surgical techniques. The efficiency of many of
these techniques varies in the presence of fibrosis and
vascularisation, which can burden and hence make it
prohibitive within the framework of assisted reproduc-
tion [Schlegel and Su 1997; Tournaye et al. 1997].

Prediction of various outcomes of assisted reproduc-
tion by using regression models is not an easy task, but
the development of an accurate model is possible by the
application of ANN following a Bayesian algorithm.
The results of prediction techniques for the IVF out-
comes and diagnosis of male infertility by ANNs is still
not reliable [Corani et al. 2013]. Scientists have devel-
oped three different AI methods to predict semen qual-
ity assuming that the semen has been influenced by
environmental and stress related issues [Corani et al.
2013]. Our previous report on the development of an
ANN model by using a back propagation neural net-
work model (BPNN) to predict the concentration of Zn
in normospermia samples using the semen parameters
as input was found to be useful in elucidation and
validation of male infertility [Vickram et al. 2013]. We
used six different input parameters and only one output
(predicting the concentration of Zn) and finally

compared the prediction results with the original
results obtained through atomic absorption spectro-
scopy (AAS); when the number of variables in the
model increases, the ease and the accuracy of the pre-
diction decreases [Bustillo et al. 1993; Jurisica et al.
1988]. The most noteworthy traits and their relation-
ship in influencing the pregnancy success rate followed
by IVF and diagnosing the male fertility potential are
currently accepted as holding a breakthrough that chal-
lenges the experts in the AI field [Ruey-Shiang et al.
2011].

Results

Initially, 177 samples were analyzed for predicting four
different outputs that included protein concentration,
fructose concentration, glucosidase activity, and Zn
concentration with semen parameters as inputs. The
data for all the biochemical parameters were initially
evaluated by manual methods. Semen parameters were
elucidated for all the categories and tabulated (Table 1).
Three different neural networks were used to predict
four major outputs.

Back propagation neural network (BPNN)

Back-propagation networks were composed of layers of
neurons. The input and output layer were connected.
The BPNN consists of an input layer, one or two
hidden layers, and an output layer. A schematic dia-
gram of a BPNN with n input nodes, r output nodes
and a single hidden layer of m nodes are shown in
Figure 1. All the connections have multiplying weights
associated with them.

Radical basis function network (RBFN)

RBFN is a three layer feed-forward network that con-
tains one input layer, one middle layer, and one output
layer as shown in the model (Figure 2). The first layer is
the input layer for submission of data and it acts as the
node for the connection to the network. The second
layer is a singular hidden layer which is different from the

Table 1. Comparison of semen parameters with various categories of semen samples.

Semen category Volume (ml) pH
Sperm concentration

(millions/ml)
Total motility

(%)
Rapid progressive motility

(%)
Normal morphology

(%)

Oligoasthenospermia (n=35) 2.1±0.2 7.7±0.0 8.2±1.9 7.2±1.5 3.2±0.9 20.3±1.2
Asthenospermia (n=35) 2.8±0.5 7.7±0.0 29.4±4.7 8.2±1.9 2.6±0.5 20.1±3.9
Azoospermia (n=22) 1.9±0.5 7.7±0.1 NIL NIL NIL NIL
Normospermia (n=34) 3.9±0.7 7.4±0.3 79.4±10.2 61.8±8.3 26.2±2.5 37.7±5.8
Oligospermia (n=34) 2.1±0.5 7.5±0.1 2.2±0.1 20.8±0.5 30.2±1.6 20.8±2.1
Control (n=17) 4.2±0.8 7.5±0.0 110.1±14.2 58.6±7.7 30.0±4.6 40.7±4.5

All the samples were represented by mean ± standard error of mean.
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hidden layer of BPNN having multiple layers. The input
nodes pass to incoming input vector to the hidden nodes.
The connection between the hidden nodes and the input
nodes is not weighed. But, the connection between hidden
nodes and output nodes is weighed. The hidden layer acts
as an input space for non-linear mapping to hidden space.
The third layer is an output layer for linear mapping to
obtain an output value. A radial function is real valued
function whose value depends only on the distance from
the origin. Their characteristic feature is that their
response decreases (or increases) monotonically with dis-
tance from the central point.

Simple recurrent neural network (SRNN)

SRNN follows the same algorithm as the BPNN algorithm
except that SRNN has an extra layer called the simple
recurrent layer which has been shown in the model
(Figure 3).

In this algorithm, first the input nodes were con-
nected to the hidden layer. Again the hidden layer
was connected to an extra layer called the context
layer or recurrent layer, where it gained weight and
got connected to the hidden layer through another
route as clearly shown in the model (Figure 3).

Figure 1. Back propagation neural network model (BPNN). Back propagation networks were composed of layers of neurons. The
input and output layer were connected. The BPNN consists of an input layer, one or two hidden layers, and an output layer. All the
connections have multiplying weights associated with them.

Figure 2. Radial neural basis function network model (RBFN). RBFN is a three layer feed-forward network that contains one input
layer, one middle layer, and one output layer as shown in the model. The first layer is the input layer for submission of data and it
acts as the node for the connection to the network. The second layer is a singular hidden layer which is different from the hidden
layer of BPNN having multiple layers. The input nodes pass to incoming input vector to the hidden nodes. The connection between
the hidden nodes and the input nodes is not weighed. But, the connection between hidden nodes and output nodes is weighed.
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A designed model of an ANN was used to predict four
different outputs. The semen parameters including
volume, pH, sperm concentration, total motility, progres-
sive motility, and normal morphology were taken as inputs
connected with the ANN model to predict the levels of
fructose and zinc, glucosidase activity, and protein
concentration.

For training the three different networks, 70 samples
were taken. From each category, oligospermia, oligoasthe-
nospermia, asthenospermia, azoospermia, normospermia
and the control, ten samples were taken and used to train
the network. The input and output for the 70 samples
were given and the network was trained to predict the test.
Later 71 samples were used to validate the model for
prediction. Finally, 36 samples were used to predict the
outputs for which only inputs were given to the models.
The absolute error in prediction such as the minimum
error and maximum error for prediction was tabulated
then compared to the manual method (Table 2).

BPNN, RBFN, and SRNN models and outputs

The absolute error in predicting four different outputs
using the BPNN model was acceptable as shown
(Figure 4). The mean absolute error for the BPNN
model was 0.025, -0.080, 0.166, and -0.057 for protein,
fructose, glucosidase, and zinc, respectively. Zn predic-
tion was found to be with very less error when com-
pared with all the other parameters in the BPNN
model.

The absolute error in predicting four different out-
puts by the RBFN model was acceptable as shown
(Figure 4). The mean absolute error for the RBFN
model was 0.961, -0.333, -0.039, and -0.110 for protein,
fructose, glucosidase, and zinc, respectively. This error
was not equal to the required standard when compared
to the BPNN model prediction. The error for predicting
the protein concentration was found to be very high
with RBFN when compared to the BPNN model.

Figure 3. Simple recurrent neural network model (SRNN). SRNN follows the same algorithm as the BPNN algorithm except that SRNN
has an extra layer called simple recurrent layer which has been shown in the model. In this algorithm, first the input nodes were
connected to the hidden layer. Again the hidden layer was connected to an extra layer called context layer or recurrent layer, where
it gained weight and got connected to the hidden layer through another route as clearly shown in the model.

Table 2. Comparison of error of neural network models for different outputs.

Absolute error for
different ANN models

Total semen protein concentration
(mg/ml)

Fructose concentration
μmol/ejaculate

Glucosidase activity
(U/ml)

Zn concentration
(mg/ml)

Min
Error

Max
Error

Min
Error

Max
Error

Min
Error

Max
Error

Min
Error

Max
Error

BPNN model -6.600 4.00 -2.000 4.000 -2.000 2.500 -0.3800 0.0800
RBFN model -6.000 7.60 -4.800 6.000 -5.000 6.000 -0.6800 0.0790
SRNN model -6.600 7.00 -6.000 7.000 -6.700 4.000 -0.9770 0.8200

ANN: artificial neural network; BPNN: back propagation neural network; RBFN: radical basis function network; SRNN: simple recurrent neural network.
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The absolute error in predicting four different out-
puts by the SRNN model was also acceptable as shown
(Figure 4). The mean absolute error for the SRNN
model was 1.017, -1.033, -0.589, and -0.140 for protein,
fructose, glucosidase, and zinc, respectively. The abso-
lute error for the SRNN model was higher than the
BPNN model. The prediction pattern for protein con-
centration was considerably increased for RBFN and
SRNN when compared to the BPNN model. This likely
reflects the larger deviation in the parameter values.

The absolute error was calculated between the man-
ual examination and predicted values with three differ-
ent networks for whole protein concentration.
D’Agostino and Pearson omnibus normality test was
used to compare the p values between the three net-
works. The p values were 0.06848, <0.0001, and 0.0746
for BPNN, RBFN, and SRNN, respectively. RBFN
showed significant difference, whereas BPNN and
SRNN showed no significant difference. The mean
absolute error for BPNN was 0.0250 which was much

less when compared to the other networks (Figure 4A).
The absolute error was calculated between the manual
examination and predicted values with three different
networks for fructose concentration. D’Agostino &
Pearson omnibus normality test, KS normality test,
and Shapiro-Wilk normality test were done to compare
the p values between the three networks. All three tests
showed that BPNN was significantly different, in com-
parison to RBFN and SRNN that showed no significant
difference. The mean absolute error for BPNN was
-0.08056 which was much less when compared to
other two networks (Figure 4B).

The absolute error was calculated between the man-
ual examination and predicted values with three differ-
ent networks for glucosidase activity. D’Agostino &
Pearson omnibus normality test was carried out to
compare the p values between the three networks. The
p values were 0.5947, 0.7260, and 0.0671 for BPNN,
RBFN, and SRNN, respectively. All networks showed
no significant difference when compared to each other.

Figure 4. Comparison of error in prediction for various output parameters. (A) The p values were 0.06848, <0.0001, and 0.0746 for
back propagation neural network model (BPNN), radial neural basis function network model (RBFN), and simple recurrent neural
network model (SRNN), respectively, for predicting protein concentration. RBFN showed significant difference, whereas BPNN and
SRNN showed no significant difference. (B) The absolute error was calculated between the manual examination and predicted values
with three different networks for fructose concentration. All three tests showed that BPNN was significantly different, in comparison
to RBFN and SRNN that showed no significant difference. (C) The absolute error was calculated between the manual examination
and predicted values with three different networks for glucosidase activity. The p values were 0.5947, 0.7260, and 0.0671 for BPNN,
RBFN, and SRNN, respectively. (D) The absolute error between the manual examination and the predicted values with three different
networks were calculated for Zn concentration. The p values were <0.0001, <0.0001, and 0.0052 for BPNN, RBFN, and SRNN,
respectively. All networks showed a significant difference when compared.
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The mean absolute error for BPNN was 0.1661 which
was much less than that of the other networks
(Figure 4C).

The absolute error between the manual examination
and the predicted values with three different networks
were calculated for Zn concentration. D’Agostino &
Pearson omnibus normality test was done to compare the
p values between three networks. The p values were
<0.0001, <0.0001, and 0.0052 for BPNN, RBFN, and
SRNN, respectively. All networks showed a significant
difference when compared. The mean absolute error for
BPNN was -0.05782 and was much less than other two
networks (Figure 4D).

Discussion

ANNs with their pattern recognition and modelling
capabilities have been successfully used in the field of
biomedicine to help in the diagnosis of hepato-biliary
disorders [Hayashi et al. 2010], coronary disorders
[Azuaje et al. 1999], estimation of lead concentration
in grasses [Dimopoulos et al. 1999], and prediction of
membrane fouling during nanofiltration of ground
and surface water [Shetty and Chellam 2003].
Predicting assisted reproduction outcome is not easy
by regression models, but ANNs can be used in
developing a more precise model with the application
of Bayesian algorithm. The results of prediction tech-
niques for the IVF outcomes and diagnosis of male
infertility by ANNs is still not reliable [Corani et al.
2013]. Gil and researchers [2012] developed three
different AI approaches to predict the semen quality
assuming that the semen has been influenced by
various environmental and stress related factors.
Their application should prove useful in elucidating
and validating the diagnosis of male infertility [Gil
et al. 2012].

Recently, Gil et al. [2012] evaluated the performance
of various artificial networks and their application in the
prediction of male fertility potential, aimed at checking
the semen quality, and also used non linear statistical
techniques that may allow a better approach to address
the complexity of the problem. However, to our knowl-
edge, this is the first report on the use of ANN for the
accurate prediction of Zn concentration in fertile human
semen samples. The ANN model is mainly used to pre-
dict the quality of spermatozoa before the diagnosis of
male infertility and to compare the results with a stan-
dard regression model. Authors concluded that this mod-
el’s prediction is of lower error than any other standard
models [Murat and Dogan 2004]. In our research, we
mainly focussed on designing three different neural net-
works like BPNN, RBFN, and SRNN to predict four

different outputs like protein content, fructose concen-
tration, glucosidase activity, and zinc concentration.

The amount and the number of parameters used to
predict semen quality are important factors in the appli-
cation of AI for improving the accuracy and to elucidate
the most influential parameter [Gil et al. 2009; Gil and
Johnsson 2010a; 2010b; Gil et al. 2011; Subashini et al.
2009]. Various network algorithms were adopted to pre-
dict the quality of the sperm as a function of the modern
lifestyle. The deterioration of major semen parameters
like sperm concentration, total motility, and normal mor-
phology are correlated with modern lifestyle factors
[Yatsenko et al. 2012]. In our study, we used three neural
networks BPNN, RBFN, and SRNN to predict protein
concentration, fructose concentration, glucosidase activ-
ity, and zinc concentration with the help of semen ana-
lysis parameters as inputs (Figure 4). Available literature
reveals that AI can help in the prediction of sperm quality
including sperm morphology and sperm kinetics. This
can be aided by incorporating various seminal para-
meters as inputs and biochemical properties as outputs.

Conclusion

Seminal biochemical markers can be treated as a proxy
measure of male fertility and they have long been mea-
sured biochemically employing various analytical techni-
ques. These add a little more on the expenditure list of AI
procedures. The newly developed BPNN can be used to
predict various biochemical markers with semen para-
meters as inputs. Greater accuracy achieved with BPNN
models supports its potential usage in fertility centres.

Materials and methods

Semen sample collection

Semen samples were collected from the Andrology
Department, Bangalore Assisted Conception Centre
Private Ltd. A total of 177 semen samples were collected
for this research (both fertile and infertile samples) and
immediately processed to prepare a semen analysis report,
based on the protocol of the World Health Organization
[WHO 2010]. Based on the report, semen samples were
categorized into oligoasthenospermia (n=35), asthenos-
permia (n=35), azoospermia (n=22), normospermia
(n=34), oligospermia (n=34), and control (n=17).

Semen sample inclusion criteria

Males leading normal lives with regular unprotected sex
without conception for one year or more were included
in the study.
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Semen sample exclusion criteria

A brief medical history of the patients was performed
before semen analysis. The patients who were already
using supplementary antioxidants or any other med-
ication for male infertility were not included in this
study. The patients who came for the first time for
this reason were accepted for this study. In addition,
subjects with testicular varicocele, genital infection,
leukocytospermia, sexually transmitted diseases,
chronic illness and serious systemic diseases, alcohol-
ism, or smoking history were excluded from the
study because of their well-known high seminal reac-
tive oxygen species levels that decrease antioxidant
activity, which results in decreased motility and
abnormal morphology.

Research ethics

This research study is part of a major research project,
for which the human ethical approval and clearance
was obtained from the VIT University Institutional
Human Ethical Committee, Ref. No. VIT/UHEC-3/
NO.11. We collected the samples from patients who
were receiving

semen analysis at the BACC in Bangalore,
Karnataka, India. These patients gave their verbal con-
sent to participate in the study. We are not able to get
written statement from the patients, and this was also
approved by the VIT University Institutional Human
Ethical Committee, Ref. No. VIT/UHEC-3/NO.11. The
patients were not willing to give written information
because male infertility in India creates issues person-
ally as well as socially. They were not willing to reveal
that they are infertile to anyone outside the centre.
Upon documenting the verbal consent, we noted the
sample donor’s name, address, and background. To
record their voice (they are agreeing to do work with
their samples) we used a MP3 recorder. We have a
unique ID for each patient, and using that, we recorded
their consent without their name (using unique ID
number).

Assay and analysis protocols

The major biochemical markers like total protein, fruc-
tose, glucosidase, and Zn were elucidated for proper
diagnosis of male infertility. All the samples were cen-
trifuged at 3,000 x g to remove spermatozoa and frozen
at -20°C until used. Total protein in the semen was
estimated using the standard Lowry method. Total
fructose concentration and neutral glucosidase in semi-
nal plasma were elucidated by the standard WHO

[2010] protocol. Zn concentration in human seminal
plasma was measured by Atomic Absorption
Spectroscopy (AAS). Then all the biochemical para-
meters were predicted with three different ANN mod-
els, BPNN [Gil et al. 2012], RBFN [Gil et al. 2012], and
SRNN [Subashini et al. 2009].
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