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The extraction of maximum power from solar photovoltaic (PV) using Maximum

Power Point Tracking (MPPT) methods is a promising research area in the recent

past. Many methods including conventional methods, such as Hill Climbing and

Incremental Conductance, and methods based on neural network, Fuzzy logic and

bio-inspired algorithms, were proposed for MPPT application. However, all these

methods suffer from drawbacks such as slower convergence, reduced power output,

predominant steady state oscillations, larger memory requirement, and complex

structure. Hence, in this paper an attempt is made to enhance existing Particle

Swarm Optimization technique by emphasizing proper initial value selection. The

key features of this method include the ability to track the global peak power accu-

rately under partial shading conditions with almost zero steady state oscillations,

faster dynamic response, and easy implementation. Simulations are carried out for

different shading patterns and the results obtained are compared with existing

methods. Further, simulation results are validated via experimental values. VC 2016

AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4939531]

I. INTRODUCTION

Generation of electricity from solar energy has gained worldwide acceptance due to its

abundant availability and eco-friendly nature.1 However, power generation using solar energy

still remains uncertain due to the following factors: poor energy conversion efficiency, high in-

stallation cost, and reduced power output under varying environmental conditions. Since the

characteristics of solar PV being non-linear in nature, it imposes constraints on power genera-

tion. Therefore, to maximize the power output, Maximum Power Point Tracking (MPPT) algo-

rithm becomes essential.2

Various MPPT algorithms3–5 have been investigated and reported in the literature, and the

most popular ones are Fractional Open Circuit Voltage,6–8 Fractional Short Circuit Current,9–11

Perturb and Observe (P&O),12–17 Incremental Conductance (Inc. Cond.),18–22 and Hill Climbing

(HC) algorithm.23–26 In fractional open circuit voltage and fractional short circuit current meth-

ods, tracking is based on an approximate linear relation between Vmpp, Voc and Impp, Isc, respec-

tively.7 Hence, exact value of Maximum Power Point (MPP) cannot be assured. The popular

P&O method is based on perturbing the voltage or current by a small value based on the pres-

ent and previous power values.20–23 Regardless of its simple structure, the efficiency of the

algorithm mainly depends on the tradeoff between the tracking speed and steady state oscilla-

tions in the region of MPP.15 As an alternative to the P&O method, Incremental conductance

algorithm is proposed where it operates on the principle of comparing ratios of incremental

conductance with instantaneous conductance, and moreover, this method also has the similar

disadvantage as that of P&O.20,21

Since conventional MPPT techniques may get trapped in any one of the local peaks instead

of global peak under partial shading conditions, its power output lowers by a large extent.

Hence, certain modifications were introduced in the conventional methods with the aim of
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tracking the global maximum power point precisely even under change in environmental condi-

tions. Among the many methods proposed, the most popular ones are a two stage approach: the

Fibonacci line search method and DIRECT search algorithm.27–29 In two stage methods, a wide

search is performed in the first stage, while search space is fine tuned in the second stage so as

to reach the peak power.27 However, it fails to track the global peak under all conditions.

Another interesting method for MPP tracking is the Fibonacci search method.28 Like the two

stage method, this one suffers from the inability to track MPP under all shading conditions.

Another unique formulation combining the DIRECT search method with P&O algorithm was

proposed for global MPP tracking.29 Even though it is rendered effective, it is very complex,

increasing the computational burden.

Realizing the above stated drawbacks, several researchers worked on applying Artificial

Intelligence (AI) techniques like Neural Network (NN)30,31 and Fuzzy Logic Control (FLC)32,33

methods for better MPP tracking. However, these techniques require periodic training, enor-

mous volume of data for training, computational complexity, and large memory capacity which

makes them not feasible for MPPT applications. In the recent past, bio-inspired algorithms have

drawn considerable attention of researchers for MPPT application as they ensure sufficient class

of accuracy while dealing with non-linear, non-differentiable, and stochastic problems without

involving excessive mathematical computations.34–36 Further, these methods offer various

advantages such as computational simplicity, easy implementation, and faster response. Among

the evolutionary algorithms proposed, the Particle Swarm Optimization (PSO) method has

gained popularity, and it is been widely used for solar MPPT as it provides faithful results.

PSO is a search-based optimization technique and is based on the social behavior of flocks of

birds, insects, or fishes. PSO is simple, easy to implement, system independent, highly adapta-

ble, low computational burden, and fast converging. When a solar PV system is subjected to

partial shading conditions, its I-V as well as P-V curves exhibit multimodal characteristics and

the PSO method handles it efficiently.

However, in the PSO method, initial particle positions are randomly generated and particles

are allowed to move in random directions until best solutions are reached, but increased number

of particles and randomness in initial guess significantly deteriorate PSO performance in terms

of larger computational time, momentary loss of power, and steady state oscillations.37,38 Hence

in order to maximize the search efficiency, it is necessary to ensure that the aforementioned

drawbacks are nullified. Some authors proposed improved initialization procedures to enhance

the performance of the conventional PSO method for Maximum Power Point Tracking. In the

work of Refs. 39 and 37, the concept of reflective impedance29 was used to locate the duty

cycle limits. However, the duty cycle bounds obtained using this concept fail to restrict the

duty cycle range to a smaller scale as it is purely based on assumptions. Due to this, the con-

vergence to global peak takes longer time which reduces its search efficiency. In this work, a

new methodology named Improved PSO is formulated for effective duty cycle initialization

which in turn boosts up PSO with faster convergence, reduced steady state oscillations, and

minimal power fluctuations. The underlying concept for the novel initialization procedure is the

existence of a duty cycle within the voltage band limits where all the global MPPs lie.

Remaining section of the paper is organized as follows: Section II discusses PV modeling

using single diode model and characteristics of partial shaded PV array. Section III deals with

description about the proposed Improved Particle Swarm Optimization (IPSO) algorithm and its

implementation. Simulation and experimental results are given in Section IV along with their

comparison with other conventional methods. Finally, conclusions derived are presented in

Section V.

II. MODELING OF PV MODULE

A. Single diode model

Generally, the nonlinear characteristics of solar cell are modelled with the help of single

diode or double diode model. Single diode model is simple and moderately accurate. The prac-

tical single diode model is depicted in Fig. 1. It consists of a current source (IPV) connected in
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parallel with a diode, in addition to Rs and Rp which represent the voltage drop due to metal

grid, contacts, and leakage losses.

The output current of solar PV module obtained according to this model can be formulated

using Kirchhoff’s Current Law (KCL) and is given below

I ¼ Ipv � ID � V þ IRS

Rp

; (1)

where ID is the diode current.

According to the ideal law, the ideal diode equation is given by

ID ¼ Io ðeVD=aVt � 1Þ; (2)

where a is the ideality constant of diode and Vt is the thermal voltage.

At any temperature, the thermal voltage is defined by

Vt ¼ NskT=q; (3)

where k is the Boltzmann constant¼ 1:3805� 10�23 J=K, T is the cell temperature in Kelvin, q

is the electron charge¼ 1:6� 10�19 C, and Ns is the number of cells in series.

To predict the model characteristics of solar PV accurately, Equations (4) and (5) presented

in Ref. 41 are to be used. A detailed discussion on accurate modeling of series and parallel con-

nected modules for partial shading condition is presented in Ref. 38.

Voc ¼ Vocn þ Vt ln
G

Gn

� �

þ kvdT þ a log
G

Gn

� �

; (4)

Vmp ¼ Vmpn þ Vt ln
G

Gn

� �

þ kvdT þ bVt log
G

Gn

� �

: (5)

From the above equations, it is evident that, to model solar PV characteristics using single

diode model, computation of five parameters is essential. These values are identified using steps

given in Ref. 41. For partial shading condition, Equation (1) needs to be modified by introduc-

ing Npp and Nss terms, i.e.,

I ¼ Npp IPV � Io exp
V þ IRs

VtNss

� �

� 1

� �� �

� V þ IRs

Rp

� �

; (6)

where Nss, Npp are number of series and parallel connected PV modules.

FIG. 1. Single diode model for PV modeling.
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B. Partially shaded PV array characteristics

To maximize the power output of solar PV modules, PV panels are connected in series-

parallel arrangements. Blocking diodes and bypass diodes are used to prevent the reverse flow

of current when strings are connected in parallel and to prevent hotspots in modules under par-

tial shading conditions, respectively.42 Partial shading occurs when the panels receive unequal

insolation level due to the passing of clouds over the panels, shading caused by building or

trees, etc. Depending on the shading pattern/level, the corresponding bypass diodes of the pan-

els are activated which results in multiple power peaks. To demonstrate the effect of partial

shading condition, PV array is constructed with three PV modules connected in series to form a

string and two strings in parallel. The schematic of this configuration henceforth named as 3S-

2P configuration is shown in Fig. 2 along with its I-V & P-V characteristics in Fig. 3.

Under uniform irradiation, say, G ¼ 1000W=m2, all the modules receive equal insolation

and hence there exists a single maximum power point and it is marked as point “a” in P-V

curve. Under this condition, the bypass diodes are reverse biased. However, when partial shad-

ing occurs, PV modules are exposed to different irradiation patterns which results in multiple

power peaks. For instance, if “m” panels are shaded, there exists “mþ 1” power peaks in the

P-V characteristics. It is important to mention that the number of steps in the I-V characteristics

and number of peaks in P-V characteristics are decided by the number of panels shaded. A

FIG. 2. 3S-2P PV system configuration.

FIG. 3. I-V and P-V characteristics of 3S-2P configuration under uniform irradiation and partial shading conditions.
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closer examination of the P-V curves corresponding to different shading patterns of S-36 panel

shown in Fig. 3(b) confirms that all the global MPPs lie within a certain voltage range of

40%–80% of its Voc. Further, when the search space is restricted within this range, then it is

possible to speed up the search process and trapping of algorithm at local MPP can be avoided.

Hence, this new voltage band is applied for PSO initialization and the new proposition is

named as IPSO. Section III explains the details of the PSO method, the improved PSO method,

and its problem formulation.

III. OVERVIEW OF PSOAND PROPOSED METHOD

A. Overview of PSO algorithm

The PSO technique is one of the powerful methods for solving global optimization prob-

lems.43 The PSO method has been studied by several researchers for MPPT application. The

concept that underlines the PSO method is not obtained by the evolutionary mechanisms

encountered in natural selection but by the intelligent social behavior of flocking of organisms,

such as swarms of birds, fishes. In PSO, particles are randomly initialized at different positions

and their positions are updated based on new velocity, previous positions, distance to pbest,

and distance to gbest. This process is continued until termination criterion is reached.

The velocity and position of the particle are updated by using the following equation:

vtþ1
i ¼ wvti þ c1 randðÞ ðpbestti � xtiÞ þ c2 randðÞðgbestti � xtiÞ; (7)

xtþ1
i ¼ xti þ vtþ1

i ; (8)

where w is the inertia weight factor, c1 and c2 are the learning coefficients, randðÞ is the ran-

dom variable generated, and pbest and gbest are the particle best position and global best posi-

tion of the particle, respectively.

The velocity and position updating of the PSO particle in search space are governed by

Equations (7) and (8), and it can be graphically represented as shown in Fig. 4.

For better understanding, discussion on a popular conventional MPPT method namely, Hill

Climbing method is presented. In the HC method, the duty cycle is periodically incremented

with a fixed step size of Dd in the direction of increasing power and its direction is reversed

FIG. 4. Particle movement in the search space.
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when it moves away from MPP. However, the method can be confused and track the MPP in

the wrong direction,44 when the change in PV power caused by change in irradiance is larger

than the change in PV power as a function of the perturbation.

dpresent ¼
dprevious þ Dd if Ppresent > Pprevious

dprevious � Dd if Ppresent < Pprevious:

�

(9)

The major drawbacks of the above conventional method are its deviation from maximum

power point in case of rapidly changing conditions, slower convergence, and steady state oscil-

lations around MPP which occurs due to fixed step size. However, these drawbacks are not

present in case of the PSO method. Further, Equation (8) can be related with Equation (9) in

such a way that each particle ðxiÞ in PSO represents duty cycle of the converter and can be

updated by applying PSO algorithm. One advantage with this approach is that duty cycle can

be adjusted based on the particle position.

B. Proposed improved PSO algorithm

Even though PSO possesses great computational power compared to conventional MPPT

methods, its performance largely depends on initial value selection. In the conventional PSO

method, initial values are randomly generated which results in the reduction of search effi-

ciency.40 If the initial duty cycle values are not confined within well defined limits, the algo-

rithm requires increased number of iterations to converge to the global maximum, which deteri-

orates its performance. If the initial duty cycle boundaries are narrowed down, the PSO method

can show improved efficiency guaranteeing faster convergence. At the same time, it has to be

ensured that no global peak is left outside the band at any situation. Keeping the above factors

in mind, a unique formulation based on the concept of voltage band is put forward for enhanc-

ing PSO performance for MPP tracking by defining the upper and lower bounds of duty cycle

effectively.

In this initialization procedure, the voltage band accommodating all the global peaks irre-

spective of the irradiation pattern received by the PV array is utilized for MPPT. In order to

confine the duty cycles within definite boundaries, P-V curves for different possible irradiation

combinations ranging from 100W/m2 to 1000W/m2 were plotted for 3S-2P configuration. From

the results, it was found that all the global peak values lie within a certain voltage range called

as voltage band, and it can be expressed as a fraction of its open circuit voltage Voc for any

panel. For the panel under study S-36, this band is found to be between 40% and 80% of its

Voc. The above statement is confirmed via P-V characteristics presented in Fig. 3. The flowchart

representing the IPSO method for MPP tracking is shown in Fig. 5.

C. Problem formulation

The duty cycle limits namely, Dmin and Dmax are obtained from the voltage band by apply-

ing the principle of reflective impedance. The steps involved are given in detail below:

The search for global peak begins with initial set of Np particles defined by

xti ¼ dti ¼ bd1; d2; ::::::dNp
c; (10)

where t is the number of iteration.

The objective function of the proposed IPSO method is

Fðxki Þ > f ðPbestiÞ: (11)

The above objective function focuses on maximizing the power output of the PV array by

identifying an optimal duty cycle.

For a boost converter,
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RPV ¼ ð1� DÞ2 � Rload � gb: (12)

Rearranging this equation, we get

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rload � gb
p �

ffiffiffiffiffiffiffiffi

RPV

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rload � gb
p : (13)

The minimum and maximum limits of duty cycle for the present study are computed using

the following equations:38

Dmin ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rloadmin � gb
p �

ffiffiffiffiffiffiffiffiffiffiffiffiffi

RPVmin

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rloadmin � gb
p ; (14)

Dmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rloadmax � gb
p � ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RPVmax

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rloadmax � gb
p ; (15)

where the minimum and maximum reflective impedances of the PV array RPVmin and RPVmax,

respectively, can be found using the following formulae:

FIG. 5. Flowchart of IPSO algorithm.

013106-7 Sudhakar Babu, Sangeetha, and Rajasekar J. Renewable Sustainable Energy 8, 013106 (2016)



RPVmin ¼
Vocmin

ISCmax
¼ 40% of Voc

ISCmax
; (16)

RPVmax ¼
Vocmax

ISCmin
¼ 80% of Voc

ISCmin
; (17)

where gb is the converter efficiency and RLmin and RLmax are the minimum and maximum values

of the load resistance, respectively. The occurrence of partial shading is deducted by observing

the difference in voltage and current using Equations (18) and (19). In the present work 0.1 and

0.2 values are chosen for current and voltage limits. Further, these values are arrived at based

on the values of IMPP and VMPP, i.e., 90% and 80% of Isc and Voc.

Id3 � Id2

Id3
� 0:1 ; (18)

Vd1 � Vd2

Vd1

� 0:2 : (19)

IV. SIMULATION AND EXPERIMENTAL RESULTS

In order to demonstrate the effectiveness of the proposed method, the obtained results are

compared with that of the conventional HC and PSO methods. The system configuration com-

prises a PV array, DC-DC boost converter, MPPT controller, and voltage and current sensors,

and it is shown in Fig. 6. MPPT controller is programmed with the proposed as well as other

MPPT algorithms.

A. Simulation results

For simulation, a dedicated MATLAB/SIMULINK model is developed and IPSO algorithm

along with the other two, i.e., HC and PSO, methods are tested. DC-DC boost converter is

operated at a switching frequency of 10 kHz with L and C values of 700 lH mH and 100 lF,

respectively. The boost converter is operated in Continuous Conduction Mode and the algo-

rithms are tested for two different conditions: (1) Uniform irradiation and (2) Partial shading.

Under uniform irradiation, the irradiation and temperature are kept constant. During partial

shaded condition, the irradiation received by PV modules is different while the temperature

maintained constant. During simulation, enough care is taken to ensure that all the three meth-

ods are compared at the same instant with the same operating conditions. This is essential since

the efficiency of the proposed method is judged based on this comparison. In this work, the

FIG. 6. System configuration.
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PSO and IPSO parameters are taken from the existing literature and are fine-tuned to suit

shaded conditions are presented in Table I.

1. Uniform irradiation condition

Simulation results showing voltage, current, and tracked power waveforms corresponding

to uniform irradiation applying HC, PSO, and IPSO methods are presented in Fig. 7(a). To sim-

ulate uniform irradiation pattern, irradiation received by all panels in 3S-2P configuration is set

to 1000 W/m2. For the HC method, a fixed perturbation step of 0.02 is taken. The step size is

chosen considering the tradeoff between the steady state oscillations and tracking speed. From

Fig. 7(a), it is clearly evident that steady state oscillations persist around MPP for the HC

method. Further, the HC method converges to maximum power of 200W taking 6 s to reach

steady state. The PSO method also converges to global optima of 200W with a convergence

time of 9 s. In case of the IPSO algorithm, three initial duty cycles computed using Equations

(13) and (14) are sent to the boost converter. These values are updated applying the IPSO algo-

rithm until global peak is reached. The proposed IPSO method converges to MPP with a power

of 200W with a convergence time of 5 s. From the results, it is clear that IPSO method takes

lesser time for settling and stays at MPP with almost zero steady state oscillations.

2. Partial shading condition

To assimilate partial shading effect in 3S-2P configuration, the lowermost panels are set to

irradiation level of 700W/m2 and 300W/m2, and the remaining panel is maintained with an irradi-

ation of 1000W/m2. Simulation results are taken for the HC, PSO, and IPSO methods considering

partial shading conditions and are shown in Fig. 7(b). The HC method reaches local MPP having

power value slightly lower than 65W failing to locate the global peak with a lower convergence

time of nearly 4 s due to its initialization being closer to the local peak. The PSO method manages

to track the global peak whose power value is 106W and takes a convergence time of 9 s, whereas

the IPSO method converges to same global power within shorter time duration of 5 s.

In case of HC, oscillations are predominant at the region of MPP. In comparison with the

HC algorithm, PSO provides better tracking when sudden change in irradiation occurs.

However, the tracking takes more time especially during partial shaded conditions. The IPSO

algorithm provides better dynamic response by initializing three duty cycles and it settles to

global peak without any oscillations.

FIG. 7. Change in power, voltage, and current of the PV system for HC, PSO, and IPSO methods.
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B. Experimental results

In order to confirm the simulation study, experimentations were carried out on 3S-2P con-

figuration under uniform irradiation and partial shading conditions. A hardware prototype is

built in the laboratory and tested. The prototype is presented in Fig. 8. The hardware setup

comprises a boost converter with designed values of inductor (700 lH), capacitor (1000 lF),

and a load resistance of 50X. To drive the Insulated Gate Bipolar Transistor (IGBT), trigger-

ing pulses are generated and MPPT algorithms are programmed using low-cost Arduino

microcontroller. With the developed hardware circuit, HC, PSO, and proposed IPSO algo-

rithms are tested for uniform as well as partial shading conditions. The partial shading condi-

tion is achieved by covering the panels with layers of sheets and maintaining the irradiations

of the panels at 1000W/m2, 700W/m2, and 300W/m2, respectively.

1. Uniform irradiation condition

The recorded input voltage, input current, and output voltage waveforms for HC, PSO, and

IPSO algorithm under this condition are shown in Fig. 9. From the results, it is clear that there

exists good agreement between the simulated and experimental results. Further, it is noticed

that, alike simulation, steady state oscillations still persist at the region of MPP in case of HC

as the duty cycle is perturbed by a fixed step size. The PSO method takes less time, say, 4 iter-

ations, i.e., 50 s, to reach the global peak value compared to 80 s taken by HC algorithm. The

time taken by PSO to settle is equivalently same as that of HC due to the random initialization.

However, IPSO method takes just 3 iterations, i.e., 40 s, to reach the global peak value which is

comparatively very much lower. The small discrepancy in the experimental results could be

attributed to sensor value changes.

2. Partial shading condition

To further illustrate the capability of IPSO algorithm, shading patterns similar to simulation

were set up and the results are obtained. Parameter initializations are maintained similar to that

of uniform irradiation condition. The experimental waveforms for voltage and current corre-

sponding to HC, PSO, and IPSO algorithm under this condition were noted down and presented

TABLE I. PSO and IPSO parameter values.

Parameter PSO IPSO

w 0.9 0.4

C1 1.1 1.4

C2 1.2 1.8

FIG. 8. Experimental test setup.
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in Fig. 10. It is obvious that using the HC method results in steady state oscillations at the vi-

cinity of MPP regardless of change in atmospheric conditions. Moreover, it takes almost same

time as that of uniform irradiation but it settles only at local peak utterly failing to reach its

objective, i.e., convergence to global MPP under shaded conditions. PSO is able to locate the

global peak, but with a settling time of 50 s, whereas IPSO converges precisely to the global

maximum in just 2 iterations, thereby lowering down the tracking time to a great extent.

Moreover, it is important to mention that the proposed IPSO method successfully attains global

FIG. 9. Experimental results with 3S-2P configuration. (a) HC uniform irradiation, (b) PSO uniform irradiation, and (c)

IPSO uniform irradiation.
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MPP with zero steady state oscillations even under change in irradiation conditions due to its

well defined initial duty cycle values accommodating global power peak attributing to good

dynamic as well as steady state performances.

C. Performance comparison of the proposed method with conventional methods

To extensively study the performance of the IPSO method under different shading condi-

tions, the method is subjected to various shading patterns. Power value is recorded for the

IPSO, PSO, and HC methods: the recorded values are compared against the maximum

FIG. 10. Experimental results with 3S-2P configuration. (a) HC with partial shading, (b) PSO with partial shading, and (c)

IPSO with partial shading.
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attainable power. Based on the results, a comparison table is arrived and presented. From Table

II, it is clear that the performance of the proposed IPSO method is found to be excellent com-

pared to the HC and PSO methods, in terms of power tracked. Further tracking speed, steady

state oscillations, and the ability to accurately track global peak even under partial shading con-

ditions are good for the proposed IPSO method.

V. CONCLUSION

In this paper, an Improved Particle Swarm Optimization technique with an effective duty

cycle initialization incorporating the idea of voltage band was presented. The proposed method

along with Hill Climbing and PSO was tested through simulations and experimentation for uni-

form as well as partial shading conditions. Based on simulation and experimental results, the

following conclusions were obtained. The IPSO method was found to have good tracking abil-

ity, with almost zero steady state oscillations, providing good tracking speed with ease in

implementation under uniform as well as partial shaded conditions.

NOMENCLATURE

c1 Acceleration factor

c2 Acceleration factor

dT Difference in temperature

G Irradiation

Gn Nominal irradiation

gbest Global best position

ID Diode current

I0 Leakage current

Impp Current at maximum power point

IPV Current source

Isc Short circuit current

K Boltzmann constant

Kv Voltage temperature coefficient

Ns Number of cells in series

Npp Number of parallel PV modules

Nss Number of series PV modules

pbest Personal best position

q Electron charge

TABLE II. Comparison of power output with different methods.

Shading patterns

PV array PV array output

PV module 1 PV module 2 PV module 3

Actual Pmpp HC PSO IPSO

Pmpp Pmpp Pmpp Pmpp

P1 1000 1000 1000 205.848 192.14 204.62 205.848

P2 800 600 900 130.445 128.1 129.24 130.21

P3 1000 500 800 110.843 45.61 109.89 110.71

P4 1000 600 400 85.129 83.45 84.84 85.124

P5 400 600 800 84.412 57.14 84.41 84.41

P6 200 600 900 82.299 55.14 81.66 82.299

P7 500 100 800 67.415 66.35 67.415 67.415

P8 300 500 700 66.556 39.45 65.91 66.567

P9 1000 400 200 60.243 41.35 60.11 60.241

P10 200 400 600 51.918 39.6 51.2 51.85
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Rp Parallel resistance

Rs Series resistance

Ro Equivalent output load resistance

Rin Internal resistance of the PV module

RLmax Maximum value of load at output

RLmin Minimum value of load at output

RPVmax Maximum reflective impedance of PV array

RPVmin Minimum reflective impedance of PV array

T Temperature

VD Diode voltage

Vt Thermal voltage

Vmpn Nominal maximum power point voltage at 1000W/m2

Vmpp Voltage at maximum power point

Voc Open circuit voltage

Vocn Nominal open circuit voltage at 1000W/m2

w Weight factor

gb Converter efficiency
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