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In the recent past, Mesh-based clock distribution has received interest due to their tolerance to process
variations in deep-sub micron technology. Mesh buffers are placed on the mesh to drive the large load
capacitance of clock sinks and mesh wire capacitance. In this paper, we propose a buffer placement
algorithm which can overcome the short circuit power dissipated in clock meshes. Our buffer placement
algorithm uses clustering technique to judiciously place buffers such that short-circuit power is mini-
mized while minimizing skew at the same time. This is verified by Monte carlo simulations incorporating
process, voltage and systemic variations in NGSPICE.
Copyright © 2014, The Authors. Production and hosting by Elsevier B.V. on behalf of Karabuk University.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-

nc-nd/3.0/).
1. Introduction

Traditionally, tree-based clock distribution has been the
preferred method in most VLSI designs. However, in Deep Sub
Micron (DSM) technology, clock skew induced by process varia-
tions is posing a threat to the reliability of tree-based distribution.
Mesh-based distribution, due to their redundant paths offers a
variation tolerant alternative to tree-based distribution at the cost
of increased power dissipation (due to increased wire capacitance)
[1]. Tree drivenmesh is a hybrid clock distribution scheme inwhich
a top level clock tree feeds a leaf level mesh. Leaf level clock mesh
synthesis is well studied in [1e3]. In the leaf level mesh, buffers are
placed at the mesh nodes (Fig. 1) to drive the large capacitance
(input capacitance of flip flops/registers called clock sinks andmesh
wire capacitance).

2. Existing buffer placement algorithms

Buffer placement on the mesh is a crucial step in the design of
the clock distribution network. Although buffers can be placed on
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all the mesh nodes, such a liberal placement of buffers will be an
inefficient way (due to power and area consumed by the buffers) to
minimize the skew in a mesh. All the previous works([1e3]) place
buffers at certain mesh nodes such that the clock latency to all the
sinks is equalized. The buffer placed at a particular mesh node is
designed to drive the capacitance load around that mesh node.

The buffers are placed using a set-cover algorithm with a
discrete buffer library in Ref. [1]. In Ref. [2], the buffers are placed by
Iterative Buffer Deletion algorithm (IBD). In Ref. [3], the buffers are
placed at the mesh nodes according to the density of sinks in its
vicinity and their proximity to the sinks. Since buffers have to be
placed in hundreds of locations for designs having thousands of
sinks in a clock mesh, the buffer sizing and placement is typically
automated. Hence a discrete buffer library, Library ¼ fb1; b2;…; bng
is used. For example, if the load capacitance at mesh nodes varies
between 0 and 300 fF in a design, a buffer library of 6 buffers can be
used: b1 to drive 0e50 fF, b2 to drive 51e100 fF, b3 to drive
101e150 fF…b6 to drive 251e300 fF. Each of the buffers is designed/
sized to drive its load capacitance with a particular slew constraint.
Since clock signals are critical timing signals, they are tightly
slewed, typically at 10% of their time period. Hence an ideal buffer
to feed a 1 GHz clock to a clock mesh must have a slew no greater
than 100 ps when driving its corresponding load.

All the aforementioned algorithms place buffers using a discrete
buffer library which may be inefficient i.e to drive a 101 fF load or a
149 fF load, the buffer placement algorithm might place the same
ehalf of Karabuk University. This is an open access article under the CC BY-NC-ND
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Fig. 1. Tree driven Mesh.
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buffer-b3. Buffers contribute to area penalty which is a very costly
commodity in sub micron designs. More importantly, there will be
Short-Circuit (SC) power dissipation between the buffers in the
mesh. As illustrated in Fig. 2, there is a short-circuit path formed
between adjacent buffers when the clock reaches the mesh buffers
at different times. In this paper, we refer to the power dissipated
due to the formation of this short-circuit path as short-circuit po-
wer dissipation. This short-circuit power is different from the one
inherent in CMOS switching which can be made negligible by
careful design. The difference of clock arrival at mesh buffers is
attributed to process variations in the top level tree driving the
mesh ([1]). The existing buffer placement algorithms overlook this
short circuit power dissipation while placing the buffers on the
mesh. They only concentrate on achieving minimum skew with
minimum number of buffers on the mesh. Hence we need an al-
gorithm which places buffers such that SC power dissipation is
minimized while conserving the clock skew. In this paper, we
propose a clustering based buffer placement algorithm which has
the following properties:

1. Our buffer placement algorithm is short-circuit power ‘aware’.
Since buffers are placed near the centroids of clusters, they are
Fig. 2. Short circuit path in a clock mesh driven by buffers.
physically spread apart minimizing the possibility of forming
short-circuit paths. This will reduce the SC power dissipation as
will be verified by simulations in Section 5.1.

2. Computationally less intensive than the buffer placement al-
gorithms of [1,2] (Section 5.2)

3. More robust to variations in top-level tree driving the mesh
(Section 5.3).

3. Clustering based Buffer Placement Algorithm

The distribution of clock sinks is highly uneven in real designs.
This is evident from the ISPD2010 clock network synthesis
benchmarks ([4]) which are based on real 45 nm microprocessor
designs of INTEL (Fig. 4). The proposed buffer placement is based on
clustering which is a technique to find similarity in data. Clustering
is often used in image processing and data mining to find patterns
in images/data sets. Here we use clustering to find groups of sinks
which can be assigned a single buffer. The detailed steps are:

1. Start with the sink closest to the lower left corner of the mesh.
Let it be sink s1 of the first cluster c1

2. Findm nearest sinks to s1 and keep adding them to cluster c1 till
the capacitance of sinks in a cluster reaches a target capacitance,
say 100 fF

3. Find the capacitance centroid of the sinks in the cluster c1 as
follows

ðxc1; yc1Þ ¼
 Pm

i¼1 xi � CsiPm Csi
;

Pm
i¼1 yi � CsiPm Csi

!
(1)
i¼1 i¼1

where si, i ¼ 1 to m represents the m sinks belonging to cluster c1
and Csi represents the capacitance of sink si having co-ordinates
(xi, yi).

4. Place a buffer which can drive the target load (100 fF) at the
mesh node closest to the capacitance centroid of cluster c1.

5. Find the next sink closest to the last sink of cluster c1 and repeat
Steps (2)e(4) for the remaining sinks till all sinks are covered by
a cluster

Fig. 3 illustrates the clustering algorithm. A direct application of
the algorithm will result in clusters spanning large areas when the
sinks distribution is very sparse (like cluster c2). This will lead to
increased clock latency which will affect the skew of the mesh. To
avoid this, an imaginary box is used internally in Step (2) to limit
the cluster area even when the target capacitance is not reached.
Fig. 3. Formation of clusters of clock sinks which can be assigned a single buffer.



Fig. 4. Portion of ISPD2010 benchmark:‘.’ denotes clock sinks, ‘o’ denotes buffers.
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4. Mesh formation and buffer placement for benchmark
circuit

In our previous work ([3]), we presented a capacitance driven
mesh formation algorithm which forms a minimum wire-length,
non-uniform mesh according to the density of capacitance in the
chip. Clock sinks are connected to themesh edges by a combination
of steiner tree and stubs. Benchmarks 6,7 and 8 of ISPD2010 clock
network synthesis contest have 981, 1915 and 1134 clock sinks
respectively. The clock sinks in these benchmarks are unevenly
distributed making buffer placement challenging. We formed the
capacitance driven mesh of [3] for these benchmarks. We then
applied our proposed buffer placement algorithm and placed the
buffers at mesh nodes. Fig. 4 shows benchmark6 with capacitance
driven mesh formed and buffers placed according to our proposed
clustering algorithm (target capacitance of 100 fF and 200 fF). The
buffers are placed only at those mesh nodes near the capacitance
centroids of clusters.
L

A wire segment in mesh

Fig. 5. Mesh
5. Mesh modeling and simulation

The mesh wire has got resistance and capacitance. We use a
distributed model of the wire which is an accurate model when
compared to the lumpedmodeling. According to [5], the lumped RC
model is a pessimistic model for a resistive-capacitive wire. So we
used the p-model to model the mesh wires. Because of the
importance of the distributed model, most circuit simulators have a
built-in distributed rc models of high accuracy. NGSPICE supports
the uniform-distributed rc-line model (URC) of Berkeley's SPICE3
simulator. This model approximates the rc line as a network of
lumped RC segments with internally generated nodes. The mesh
model is shown in Fig. 5.

Clock mesh simulation is computationally intensive due to the
thousands of wire segments which have to p-modeled. Sliding
window scheme ([6]) reduces the computational complexity by
splitting the mesh into windows where the mesh is accurately
modeled. Outside thewindow, themesh is approximatelymodeled.
c/2c/2

r

model.



Table 1
Simulation conditions and variations.

Parameter Value

VDD 1 V
Clock frequency 1 GHz
Resistance of mesh wire 0.3 Ohm/mm
Capacitance of mesh wire 0.16 fF/mm
Parameter Variation (Standard deviation s ¼ 5% of nominal)
Channel length Gaussian with 3s variation
Vth Gaussian with 3s variation
VDD Gaussian with 3s variation
Inter-buffer skew 50 ps
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i.e the resistance and capacitance of wires joining the sinks to the
mesh wires (stubs) are ignored. The clock latency is evaluated for
the sinks inside the window and then the window is moved to
evaluate the latency at all the other sinks ([3]). We have split the
entire mesh into 4 windows as illustrated in the simulation flow
(Fig. 7).

5.1. Simulation conditions and results

The simulation conditions are tabulated in Table 1. 45 nm PTM
files were used to simulate the mesh buffers. The clock signal
feeding the mesh has a slew of 50 ps to model the degradation in
the clock reaching the mesh buffers. We studied benchmark6 for 4
different cases of buffer placement e target capacitance of clusters
being 100 fF, 150 fF, 200 fF and 250 fF. For each case, we placed an
appropriately sized buffer which can drive the load without slew
violation (Table 2).

To study the effectiveness of our buffer placement and to
accurately predict the skew post-fabrication, we performed Monte
Table 2
Sizes of buffers to drive different cluster sizes.

Case Capacitance/cluster First inverter

W/L of P1 [nm] W/L of N1 [nm]

1 100 fF 82/45 57/45
2 150 fF 114/45 82/45
3 200 fF 151/45 110/45
4 250 fF 189/45 130/45

B2B1

B3

B4

Fig. 6. Inter-buffer skew: The maximum dif
Carlo simulations with statistical variations. Threshold voltage Vth
and channel length Leff are the two key device parameters that are
subject to variation in DSM technology [7]. We did not consider
variations in interconnects since transistor variations are dominant
compared to interconnect variations [8]. Hence we varied Vth and
channel length Leff by 5% of their nominal value according to a
gaussian distribution. VDD variation is also incorporated. As already
stated, the clock signal will not reach all the mesh buffers at the
same time due to process variations in the top level tree driving the
mesh. This will lead to short circuit power dissipation between
adjacent buffers in the mesh (Fig. 2). To incorporate this phenom-
enon in simulation, the clock arrival time at the mesh buffers is
varied randomly such that the maximum difference in arrival times
between any 2 buffers does not exceed 50 ps. This is called ‘Inter-
buffer skew’ and illustrated in Fig. 6 (the ‘delay’ parameter of the
PULSE command in NGSPICE is varied to implement different
arrival times of the clock at different buffers).

Following the simulation flow in Fig. 7, we performed 200
Monte carlo (MC) simulations on benchmark 6,7 and 8. The global
skew was calculated from the clock latency at sinks. The total po-
wer was calculated by integrating the current drawn from VDD.
Table 3 shows the average skew and average power dissipation for
the 4 different cases of buffer placement on benchmark6 after
200 MC simulations. We observe that bigger the capacitance/clus-
ter, lesser buffers have to be placed. But the skew increases due to
increased imbalance in the path between buffers and sinks. Inter-
estingly, the total power dissipation remains the same whether 116
buffers or 60 buffers are placed on the mesh. This is because the
total load (Cload) to be driven by all the buffers together remains the
same (total load is the capacitance of sinks and the capacitance of
the mesh wires) for a particular benchmark. Hence the dynamic
power dissipation (Cload$V2

DD$f ) will remain the same. As depicted
Second inverter

Wp/Wn W/L of P2 [nm] W/L of N2 [nm] Wp/Wn

1.438 1656/45 1177/45 1.407
1.390 2451/45 1718/45 1.426
1.372 3258/45 2281/45 1.428
1.454 4073/45 2852/45 1.428

B1

B2

B3

B4

Inter Buffer Skew
Time

Vl
ot

ag
e

Clock signal arrival at buffers

ference in clock arrival time at buffers.
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in Table 3, when the capacitance/cluster is 100 fF, 116 buffers are
needed while if the capacitance/cluster is 200 fF, only 60 buffers are
needed because each buffer in this case is of a larger size compared
to the 100 fF case (Table 2). Since the total power dissipation re-
mains constant irrespective of the number of buffers (Table 3), it
implies that short circuit power component of total power does not
change with the increase in the number of buffers. This proves that
the short circuit power component in Table 3 is due to the 50 ps
inter-buffer skewand not due to the increased number of buffers i.e
whether 60 buffers or 116 buffers are placed, our buffer placement
doesn't aggravate short-circuit power consumption.

The skew and power dissipation for benchmarks 6,7,8 for clus-
tering based buffer placement (for capacitance/cluster of 100 fF)
under the simulation/variation conditions of Table 1 is tabulated in
Table 4. Among the buffer placement algorithms published in
literature, the Iterative Buffer Deletion (IBD) of [2] attains the best
skew and power dissipation on ISPD2010 benchmarks. As observed
in Table 4, our buffer placement achieves lower power dissipation
compared to IBD of [2] for benchmark6 and almost the same power
dissipation for benchmarks 7 and 8, at the cost of increased skew.
Although our buffer placement is inferior to [2] in terms of skew,
our algorithm is computationally much less complex than [2].

5.2. Computational complexity of buffer placement algorithms: a
qualitative comparison

[1] uses a set-cover algorithm to place the buffers. In this algo-
rithm, the cost of placing a buffer at a mesh node is calculated using
Table 3
Skew and Power averaged over 200 MC simulations for benchmark6.

Capacitance/cluster No. of buffers Clock skew Total power dissipation

100 fF 116 26.35 ps 21.77 mW
150 fF 79 29.18 ps 21.64 mW
200 fF 60 34.9 ps 21.88 mW
250 fF 47 38.95 ps 21.41 mW
a cost function and buffers are placed such that all the sinks are
covered with minimum cost. The time complexity of the algorithm
is O(n$b) where n is the number of candidate mesh nodes and b is
the size of the buffer library ([9]). Guthaus [2] uses an iterative
buffer deletion algorithm for buffer placement. In this algorithm,
minimum sized buffers are placed at all the mesh nodes initially.
Then, buffers are sized using sensitivity-based linear programming
method. Smaller sized buffers are then removed iteratively till the
skew exceeds a certain user specified bound. According to Ref. [2],
the time complexity of their algorithm is 7 times more than that of
the set-covering approach of [1]. In our approach, the time
complexity is highly reduced because we dont do buffer sizing i.e
we use uniformly sized buffers throughout the mesh. The capaci-
tance driven mesh forms a non-uniform mesh according to the
density of clock sinks. Then, the clustering based buffer placement
algorithm forms clusters of sinks according to a particular target
capacitance and places uniformly sized buffers on the mesh. Hence,
in general, the time complexity is O(k), where k is the number of
sinks. Practically, the run-time complexity of our algorithm is the
time it takes to form the clusters and find the capacitance centroid
of each cluster. For benchmark7 having 1915 sinks, this time was
around 7.6 s when our buffer placement algorithm was run on a
3.3 GHz Intel i3 processor with 2 GB RAM. Hence our algorithm has
amuch lower time complexity compared to the buffer placement of
[1,2]. We are not able to compare our time complexity with the
buffer placement of [2] quantitatively since CPU runtime of buffer
placement alone is not provided in Ref. [2].
5.3. Performance of the clock mesh with increased inter-buffer skew

To probe the tolerance of our mesh to inter-buffer skew, we
performed some simulation studies with increased inter-buffer
skew. According to Ref. [10], the SC power dissipation in a clock
mesh is a linear function of inter-buffer skew. Wilke [11] conducted
a study to find the % contribution of this SC power to the total
power as a function of inter-buffer skew (The clock arrival time at
the mesh buffers was varied randomly between 0 and inter-buffer
skew). The study concluded that the SC power dissipation can be as
high as 50% of the total power when the inter-buffer skew is 15% of
the clock period (150 ps for a 1 GHz clock). To study our clock mesh
design in light of [11,12]'s observations, we increased the inter-
buffer skew from 50 ps to 150 ps in steps of 25 ps for bench-
mark6 and performed 200 MC simulations as earlier. As the inter-
buffer skew at the mesh buffers increases, the skew and power in
the mesh increase only marginally as shown in Fig. 8. In fact, even
for 100 ps inter-buffer skew which implies the worst case top-level
tree (the acceptable skew in a clock treemust be�10% of clock time
period) for 1 GHz clock, the total power dissipation increases by
only 1.42 mW when compared to the 50 ps case. This proves the
tolerance of our design to inter-buffer skew. For 150 ps inter-buffer
skew, the total power dissipation increases by 3.82 mW when
compared to the 50 ps case. This increase is justified because of the
unreasonable input skew at mesh buffers. Such unreasonable input
skew will happen in the case a very poor top-level tree design
which can be avoided. Hence our buffer placement algorithm is
Table 4
Performance of buffer placement of [2] vs Clustering based buffer placement.

Benchmark
IBD of [2] Ours

Skew (ps) Power (mW) Skew (ps) Power (mW)

Benchmark6 12 26.09 26.35 21.77
Benchmark7 7 44.71 27.76 44.1
Benchmark8 7 31.96 26.58 31.9



Fig. 8. Skew and power averaged over 200 MC simulations of benchmark6 with different Inter-buffer skew.

Fig. 9. Skew and power averaged over 100 MC simulations of benchmark7 with different Inter-buffer skew.
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tolerant to inter-buffer skew of acceptable measure. We performed
the same study on benchmark7 and plotted our observations in
Fig. 9. Due to the large size of benchmark7, we performed only
100 MC simulations and varied inter-buffer skew in steps of 50 ps.
Irrespective of the benchmark, our buffer placement is tolerant to
inter-buffer skew and power consumption doesn't increase rapidly
with increase in inter-buffer skew, as predicted by [11].

Finally, we compared the tolerance of our buffer placement with
the tolerance of buffer placement of [3] by performing 200 MC
simulations for an inter-buffer skew of 150 ps. While the buffer
placement of [3] consumed 35.11 mW for 50 ps inter-buffer skew
on benchmark6 ([3]), the total power dissipation grew rapidly to
50.96 mW for 150 ps inter-buffer skew i.e on the same mesh and
under the same simulation conditions, the total power dissipation
of [3] increases by 45.14%while that of the proposedwork increases
by 17.54% only. All the above observations establish the robustness
of the proposed buffer placement algorithm.

6. Conclusion

Power dissipation in a clock mesh is increased due to short
circuit power dissipation in mesh buffers. By forming clusters of
sinks and placing buffers at themesh nodes near the centroid of the
clusters, we are able to minimize the short-circuit power dissipa-
tion in the mesh. When buffers are placed near centroids of clus-
ters, they are physically spread apart, thus avoiding formation of
short-circuit paths when the clock arrival time varies at the mesh
buffer inputs. This comes at the cost of some increased skew but the
power dissipation is reduced since short-circuit component of total
power is greatly minimized. Although our buffer placement algo-
rithm achieves the same power dissipation as the recently pro-
posed algorithm ([2]), it is better than [2] in terms of computational
complexity. We also verified that with the increase in inter-buffer
skew (from 50 ps to 150 ps), the skew and power dissipation of
our mesh doesn't increase rapidly but only marginally. Hence
clustering based buffer placement is also robust against variations
in the top-level tree driving the mesh.
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