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ABSTRACT The rapid growth of Internet users led to unwanted cyber issues, including cyberbullying, hate

speech, and many more. This paper deals with the problems of hate speech on Twitter. Hate speech appears

to be an inflammatory kind of interaction process that uses misconceptions to express a hate ideology. The

hate speech focuses on various protected aspects, including gender, religion, race, and disability. Owing

to hate speech, sometimes unwanted crimes are going to happen as someone or a group of people get

disheartened. Hence, it is essential to monitor user’s posts and filter the hate speech related post before it is

spread. However, Twitter receives more than six hundred tweets per second and about 500 million tweets per

day. Manually filtering any information from such a huge incoming traffic is almost impossible. Concerning

to this aspect, an automated system is developed using the Deep Convolutional Neural Network (DCNN).

The proposed DCNN model utilises the tweet text with GloVe embedding vector to capture the tweets’

semantics with the help of convolution operation and achieved the precision, recall and F1-score value as

0.97, 0.88, 0.92 respectively for the best case and outperformed the existing models.

INDEX TERMS Convolutional Neural Network, Hate Speech, LSTM, Tf-Idf, Twitter

I. INTRODUCTION

A large number of people have recently joined Online Social

Networking (OSN) websites, mainly due to worldwide avail-

ability of low-cost Internet. According to a survey conducted

by Statista, by January 2020, more than 4.54 billion people

were active Internet users, accounting for 59% of the global

population 1. Among these users, 3.8 billion people were

active users of OSN websites, which represents 83.70% of

the total Internet users.

OSN websites like Facebook, WhatsApp, Wechat, Twitter,

and Instagram are easily accessible and have become a fa-

vorite platform for the users to interact with each other [1].

One of the reasons behind the popularity of these platforms

is the availability of information in a variety of formats such

as audio, video, and images. These information ranges from

politics to technology, science to music, nature to space.

1https://www.statista.com/statistics/617136/digital-population-
worldwide/[access: 31-03-2020]

There is hardly any walk of life, which is untouched by these

OSNs, they meet the needs of every individual and therefore,

people prefer to spend their time on OSN [2], [3].

Among all OSNs, Twitter is a special type of OSN where

the length of each message is limited to 280 characters. Also,

instead of sending a request to become a friend, Twitter has

the follower and followee based interface. That means, if you

want to see updates for other users (friends, relatives, favorite

actors), you have to follow them. Similarly, if someone wants

to see your posts, they have to follow you through [4].

Generally, people are using Twitter to get updates from

personal and professional connections, as well as to see the

current news of the world. Due to no restriction on what to

post, people feel free to post any post on Twitter; as a result,

it is effortless to post negative comments, hateful messages

on Twitter [5]–[7].

Most recently, Facebook and Twitter received a large

number of Hate Speech (HS) related posts on Delhi’s (In-

dia capital) Shaheen bag protest against National Register
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of Citizens (NRC), Citizenship Amendment Act (CAA) and

National Population Register (NPR), which began on 11

December, 20192. Again during the COVID-19 coronavirus

epidemic, HS-related tweets were started trending on Twitter

(with the hashtag #hatespeech, #HateSpeech)3 and

Facebook.

The above-mentioned issue has attracted researchers over

the past few years and has therefore proposed models using

machine learning and deep learning techniques [8]–[14].

However, existing models do not meet the required needs,

as many HS related tweets are still available on Twitter and

floating across the network. This prompted us to develop

a model that would capture the maximum number of HS

related posts. The CNN model has been successfully used

by current researchers to address various issues related to the

text domain, including sentiment analysis, question answer-

ing, document classification, sentence classification [15]–

[17], spam filtering and others [18]–[20]. By following them,

this research also uses a deep convolution neural network

(DCNN) to address the hate speech detection issue. DCNN

is capable of capturing the semantics of the sentence by per-

forming the convolution operations over the tweets. We also

tested other deep neural network-based models such as Long

Short-Term Memory (LSTM), and Convolutional-LSTM (C-

LSTM) network for the same and found the DCNN model is

a better choice for this research. The main contributions are

as follows:

• We proposed a deep convolutional neural network

(DCNN) framework to improve the hate speech post

detection on Twitter.

• The proposed DCNN model requires only tweet texts as

input for prediction; hence it reduces the overhead of the

manual feature extraction process.

• The proposed system achieved good prediction accuracy

on an imbalanced dataset and outperformed existing

models.

The rest of the article is organized as follows: Section II

highlights the existing research on hate speech. Section III

describe the problem statement. In section IV, the proposed

model is explained. The experimental results is discussed

in Section V. Finally Section VI concludes this work with

limitations and future scope of research.

II. RELATED WORKS

There is no proper or clear definition of HS is described

[21]. The statement that hurt someone may be called as HS

[8]. Sometimes, the HS may also be called abusive statement

[22], however, few works used the term hate speech in their

research [23]–[28]. In order to detect the HS on social media

platform, researchers mainly used two methodologies: (i)

traditional machine learning approach and (ii) deep learning

based approach. The subsequent subsections discuss the ex-

isting researches using these two approaches.

2https://www.huffingtonpost.in/[accessed on 27/05/2020]
3https://newscentral24x7.com/ [accessed on 27/05/2020]

A. HATE SPEECH DETECTION WITH MACHINE

LEARNING APPROACH

Warner and Hirschberg [26] collected the data for their

research from two websites (i) Yahoo! and (ii) American

Jewish Congress. Using the SVMlight classifier [29] they

achieved precision, recall, F1-score and accuracy value of

0.68, 0.60, 0.64, 95% respectively for the best case. Kwok

and Wang [25] used Bag-of-Words feature extraction tech-

nique with Naive Bayes classifier to classify the tweets. The

model achieved 76% of accuracy on 10-fold cross validation

setting for the best case. They said that the BOW model is not

sufficient to classify the HS related tweets. They only used

uni-gram feature to achieve this accuracy and said that, if bi-

gram and tweet’s sentiment score will be added in feature set,

then it may provide better accuracy.

Burnap and Williams [27] collected 450,000 tweets for

their research. N-grams (1-5) word features were extracted

from tweets and the supervised model was used to classify

them. Three classifiers (i) Bayesian logistic regression, (ii)

Support Vector Machine (SVM) and (iii) voted ensemble

classifier were tested. The best results were obtained using

the Voted Ensemble Classifier where the accuracy, recall and

F1-scores were 0.89, 0.69, 0.77, respectively. Waseem and

Hovy [30] provided 16k labelled dataset for HS detection.

They extracted uni-, bi-, tri-, and quad-gram features from

tweets. Using the logistic regression classifier on 10-fold

cross validation setting obtained the F1-score of 73.89%,

73.66%, 73.62%, 73.47% with Gender, Length, {Gender +
location} and {Gender + location + length} based feature

set respectively.

Davidson et al. [8] proposed an automated model to

detect the HS. They crawled the data from crowd source

and labelled into three categories: (i) HS, (ii) Offensive and

(iii) Neither. From the labelled dataset, they extracted uni-

, bi-, tri- and quad-gram of features weighted by the tf-idf

technique. To reduce the dimension of the dataset, logistic

regression with L1 regularization technique was used and

then multiple classifiers such as decision tree, random forest,

linear SVM, naive bayes were used to test the performance

with 5-fold cross validation setting. Finally, by following the

previous research [9], [27], they also used logistic regression

with L2 regularization technique to classify the tweets and

achieved the F1-score of 0.90. However, for HS, the miss-

classification rate was 40%. Gao and Huang [10] proposed a

context aware based HS detection model. They used logistic

regression and LSTM model and found both the models

surpassed from the baseline model (Char based) by 3% and

4%.

B. HATE SPEECH DETECTION WITH DEEP LEARNING

APPROACH

Djuric et al. [28] developed a model for identification of

HS in user comments. They used continuous bag of words

(CBOW) and paragraph2vec to represent comments in a

low-dimensional space. These features have been fed into a

binary classifier to classify the comments into hateful or clean
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comments and have achieved the best AUC value of 0.80 with

paragraph2vec. Park and Fung [31] used logistic regression

and CNN model to classify tweets. They used traditional

machine learning classifiers and deep learning models for

their work and observed that the combination of two models

performed better than the individual models.

Zhang et al. [14] suggested a combination of CNN and

Gated Recurrent Unit network based model for HS detection.

They experimented with seven publicly available datasets

and recorded that their model outperformed six of the seven

models by 1 to 14% of the higher F1-score average. The

model capable of capturing both semantic and sequence-

based features in short text. Kamble and Joshi [32] worked

on English-Hindi mixed tweets for HS detection. They devel-

oped their embeddings with the large corpus of code-mixed

data to build the model. The experimental results confirmed

that the developed code-mixed embedding provided better

performance compared to the pre-trained word embedding.

Several classifier models such as SVM, Random Forest,

CNN-1D, LSTM, and Bi-LSTM models were used for the

experiment. The best performance was obtained with CNN-

1D model, where the precision, recall, and F1-score value

was 83.34, 78.51, 80.85 respectively.

There were many models developed by the researchers to

address the HS issues on Twitter using traditional machine

learning and deep learning based models. They used the

features extracted using the Bag-of-Words [25], [28], n-gram

[27], [30], tf-idf [8], one-hot encoding technique. The tradi-

tional machine learning based models required strong feature

engineering to predict the HS tweets accurately, which is a

tedious task and a separate research domain. Few researchers

used perceptron model to predict the HS; the perceptron

model worked with one-hot encoded input and hence did

not preserve the semantic of the tweets, which leads to a

high rate of misclassification. This work uses a convolutional

neural network-based model to overcome these limitations

and improve prediction accuracy.

III. PROBLEM STATEMENT

The aim of this research is to identify the maximum number

of HS related tweets from Twitter as soon as it is posted

by users. This issue falls within the context of a binary

classification problem where tweets are classified into two

classes, i.e. either Hate Speech (HS) or Non-Hate Speech

(NHS). Mathematically, the problem statement can be rep-

resented as follows: suppose we have a large number of

incoming tweets, {t1, t2, t3, ....tn}, which may fall under the

{c1, c2, c3, ......, cn} categories. Then the {t1, t2, t3, ....tn}
tweets will be labelled in two classes, i.e. c1and c2, where c1
represents HS related tweets and c2 represents other tweets

(NHS). For the baseline model, traditional machine learn-

ing based classifiers were used and compares performance

with the proposed DCNN deep neural model. The required

features for baseline models was extracted using tf-idf tech-

niques. In contrast, the proposed DCNN model (Figure 1)

was itself extracted the essential features from the tweet text

using the convolution process with the help of multiple filters

present in intermediate layers. The complete working of the

proposed DCNN model explained using Algorithm 1 and

Algorithm 2.

IV. EXPERIMENTAL STUDY

We used machine learning models as a baseline and com-

pared it with the proposed DCNN model and LSTM network.

Machine learning based models requires a feature vector as

input, which was extracted using the tf-idf technique. For

deep learning model, multiple layers of convolution with

different sizes of filters are used to extract the hidden con-

textual features from the tweet text. The dataset used for

this study is taken from Kaggle.com4. It was prepared by

collecting the tweets from twitter. The dataset description

was missing on the uploaded webpage however, by manual

inspection during the research we found that the dataset

contained English written tweets only. The other languages

tweets were not considered for this case. The developed

dataset contained a total of 31,962 English written tweets, of

which 29,720 tweets (92.98%) are Non-Hate Speech (NHS)

and the remaining 2,242 tweets (7.02%) are Hate Speech

(HS) related tweets. The data set is divided into training and

test component at a ratio of 3:1 for the initial experiment,

and, finally, a 10-fold cross-validation technique is used for

proposed DCNN model development.

A. PROPOSED MODEL: DEEP CONVOLUTIONAL

NEURAL NETWORK

The tf-idf feature extraction technique is effectively used

to solve many text classification problem. However, it has

several limitations, including (i) Document similarity is mea-

sured directly in word-count space, which may be sluggish

for colossal vocabulary. (ii) Claims that the separate word

counts have independent proof of similarity. (iii) It does not

exploit semantic similarities between words.

The advantages of the feature extraction using the con-

volution process of CNN model over tf-idf technique are as

follows: it uses multiple hidden layer based trainable neural

network architecture to extract the hidden features from the

tweets [33]–[40]. The self-extraction of contextual features is

independent of hand-crafted feature engineering. CNN also

catches a semantically equivalent term with the help of word

embeddings. As shown in Figure 1, a standard CNN model

for text classification consists of many different steps, which

are explained in subsequent subsections.

1) Embedding Layer

A pre-trained embedding vector GloVe [41] is used to convert

the tweet text into a numerical vector shape. The word

embedding maps the word of the tweet and produces a tweet

matrix. Previously, as a pre-requisite of the proposed DCNN

model, the number of words in each tweet makes the use of

4https://www.kaggle.com/vkrahul/twitter-hate-
speech?select=train_E6oV3lV.csv
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FIGURE 1: A Framework of the Proposed Deep Convolutional
Neural Network

padding comparable. After padding, each tweet T has a fixed

number of words that say k, i.e. T = {t1, t2, t3, ......tk}.
Now, from the pre-trained word embedding GloVe, for all

terms k, the respective word vector extracted and concate-

nated together to form a tweet matrix T with a size of k × d,

where k is a number of tweet words, and d is a pre-trained

word embedding dimension.

2) Convolution Process

It helps to extract hidden features from tweets. The tweet

matrix T obtained from the embedding layer is the input of

the convolution process. In the convolution cycle, the n-gram

filter f has a dimension of n × d , where n is the number of

tweet words on which the convolution is performed, and d is

the same dimension as the d tweet matrix t has a convolution

in t. The filter f only contains n words of T and stores the

extracted word, again the filter f slides vertically to T and

performs a convolution with the next

textitn words of T. The cycle will proceed until f is completed

with the last word of T, i.e. tk. This way, the n-gram filter

f extracted a total of {(k − n) + 1} number of features. If

the matrix T has a dimension of 30 × 100 and filter f has

a dimension of 5 × 100 then a total of 26 {((30-5)+1) =

26} characters will be extracted by the convolution method.

This work uses a number of different size filters to extract

contextual features from tweets.

3) Pooling

The pooling layer is used to pool out the essential features

from the extracted set of features. Convolution process ex-

tracted the features F from the tweet text with the help of filter

f, however, it is not necessary that all extracted features are

important one. Furthermore, in order to reduce the computing

overhead of the model, the selected but essential features

need to be continued. The literature indicates that for the

purpose of text classification, max-pooling is a better option

compared to the average-pooling and min-pooling method.

Hence, in order to obtain essential features, this work also

uses the max-pooling approach in which maximum value is

pooled from the fixed window w. The working of pooling

operation can be understood with the following example: if

the total number of features in F is 26, and the window size

is 5 (w=5), then only
⌊

F
w

⌋

(here
⌊

26
5

⌋

= 5) features will be

used for further processing. This decreases model computing

time significantly.

4) Fully Connected Layer

The features that have been pooled out of the pooling layer

are the input of the fully connected dense layer. It analyses

the pooled features and predicts the probability of tweets

referring to HS and NHS tweets. The Softmax activation

function is used for the output layer which has yielded

predictions between 0 and 1, but sum of the probabilities

would have to be 1. As a consequence, the highest probability

will be the determining factor for the tweet classes. The

working principle of the proposed model is elaborated using

Algorithms 1 and 2.

Algorithm 1 describes the steps followed to prepare the

data for processing. It takes the raw dataset having different

attributes as input, processes it, and produces the word-vector

space for each word. First, the tweets are separated and

stored into a variable text, and their corresponding label was

stored into a variable label. The tweets in further passes

cleaned, preprocessed, and splitted into tokens using the

Tokenizer(). Further, each token pass through the function

tokenizer.texts_to_sequences() to assign a sequence number

for future reference. The tokenized tweets again converted

into key-value pair with the help of tokenizer.word_index
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TABLE 1: Notation used in Algorithm 1 and Algorithm 2

Notation Definition

Df Data with different attributes

Em Embedded matrix

le Label converted into one hot vector form

tp Padding tweets to make equal in length

lm Maximum length of the tweet

Ed Embedding dimension

Em Embedding matrix

Ev Vector of tweet word

El Embedding layer

nn Number of neurons

af Activation function

nf Number of filters

Fs Filter size

Il Input length

W Network weights

es Embedding sequence

el Embedding layer

si Sequence input

nol Number of neurons at output layer

Input: Df : Data with differnt attributes

Output: Em[i]=Embedded Matrix

begin

data← Df ;

text← Df [text];

label← Df [label];

Tokenization:;

tf ← Tokenizer();

t← tf .fit_on_texts(text);

ts ← tokenizer.texts_to_sequences(text);

wi ← tokenizer.word_index;

wit ← len(word_index);

Label Encoding:;

le← to_categorical(label);

Padding:;

tp ← pad_sequences(ts, lm);

Preparing Embedding Matrix:;

Em ← matrix ((wit+1) × Ed);

for w, i, in word_index.items(): do
Ev ← ei.get(word)

Em[i]← Ev

end

end
Algorithm 1: Data preparation for the proposed DCNN

model

Input: Ev[i]: Vector of Word sequence

Output: Classified data

begin
El ← Embedding((wit+1), Ed, W = Em, Il=lm)

;

convs=[];

Fs={n; where n ∈ {f1, f2, f3,.... fn}};

si = Input(shape=(lm,),);

es = el(si);

for f in Fs: do
m=Conv1D(nf , fl=f, af=relu)(es)

m= MaxPooling1D()(m)

convs.append(x)
end

m = Concatenate()(convs);

m = Conv1D(nf , Fs, af=relu)(m);

m = MaxPooling1D(m);

m = Flatten()(m);

m = Dense(nn, af=relu)(m);

m = Dense(nn, af=relu)(m);

p = Dense(nol, af )(m);

model = Model(si, p);

Compilation:;

model.compile(loss_function,

optimizer,metrics);

Model Training:;

model.fit(training

sample,batch_size,epochs);

Evaluation:;

met-

rics.classification_report(test_samples);

end
Algorithm 2: Proposed DCNN model

function. Now, each token has a proper key and corre-

sponding sequence number. To fulfill the requirements, each

tweet-length makes equal with the help of pad_sequences ().

This function takes two arguments as input, first the token

sequences, and second a predefined length of the sequence.

The pad_sequences () returns the tweets having equal in size.

Now, to get the word vector, a pre-trained embedding was

used. For each token, a vector is extracted from the pre-

trained embedding. If a particular word is not present in

the pre-trained embedding corpus, it returns a default vector

associated with word unknown < unk >. Algorithm 2

developed the embedding layers with the knowledge of the

number of unique words present in the corpus (wi), and the

size of the embedding vector (Ed), the length of each tweet

(lm) and formed a tweet matrix. Different sizes of kernels

(Fs) convolved over the obtained matrix and identified the

features. These features flatten and pass to the dense layer to

predict the predefined classes of the tweets.
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B. LONG-SHORT TERM MEMORY

The proposed DCNN model achieved 0.98 F1-score for the

best case, and the misclassification rate is around 2%. To

mitigate this misclassification, we further used another deep

neural model called LSTM. The LSTM model works well

with sequential data, where the model needs to preserve the

context of long-sequence [42], [43]. As it can be seen from

Fig 2, a LSTM unit mainly has four gates, (i) input gate (It),
(ii) output gate (Ot), (iii) forget gate (Ft) and (iv) memory

unit (ct). The role of (It) is to fetch the data into the model,

the received data is processed by LSTM model and separated

the useful data from the raw. Next, it is the forget gate (Ft)
responsibility to throw out the irrelevant data from the cell

state. Mathematically, the forget gate is defined by Eq. 1:

Ft = σ(Wf [rt−1, it] +Bf ) (1)

where Wf is the weight, r(t−1) is the output from the pre-

vious timestamp, it is the new input message word, and Bf

is the bias. The stored data from the previous unit and the

current input data is further processed in two steps as can

be seen from Fig. 2. The input gate It and the tanh layer

processed the data and generate ct which added with the It
values. the ct and it are calculated by the Eq. 2, and Eq. 3:

ct = tanh(Wc[ht−1, it] +Bc) (2)

It = σ(WI [ht−1, it] +BI) (3)

After this, the previous unit information rt−1 is updated to

new information rt which is defined (Eq. 4):

rt = Ft ∗ rt−1 + It ∗ ct (4)

At last, the output gate Ot (Eq. 5) values is decided with

the help of sigmoid layer. To do so, the ct value is passed

with tanh function and multiplied with Sigmoid activation

function.

Ot = σ(WO[Ht−1, it] +BO) (5)

xt = Ot ∗ tanh(ct) (6)

This research uses a LSTM model with and without adding

the dropout (regularization parameter) to test the predic-

tion accuracy. The experimental results obtained using these

model settings are discusses in the result section V

C. MODEL SETTINGS

This section highlights the experimental setup and model

evaluation technique that we followed to detect HS tweets

for the dataset mentioned in section IV.

1) Experimental Setup

All experiments of this research carried out with Keras [44]

with Tensorflow [45] backend. We have also used the NumPy

[46], NLTK [47], Scikit-learn [48] to develop the models. To
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FIGURE 2: A unit of LSTM model [42]

train the deep neural model, the dataset was preprocessed

as it contained a large number of unwanted characters. The

preprocessed dataset is split into two parts into a 3:1 ratio

where three parts of the dataset are used to train the model

whereas the fourth part is used to test. The developed DCNN

model free from manual feature engineering and hence; we

haven’t extracted any manual feature from the dataset for this

work.

The CNN and LSTM model run for 50 epochs for training

with a batch size of 50 tweets. We have experimented with

the CNN model by varying the size of tweets as 30, 40,

and 50 and found it is not affected the model performance.

Hence the size of each tweet fixed to 30 words. The tweets

were having lesser than 30 words, padded with Zero to make

it equal. Similarly, tweets having more than 30 words, the

extra words are truncated. As shown in Figure 1, the first

layer is the embedding layer. GloVe (a pre-trained word

vector) is used to initialize the weight of the embedding layer

[41]. Most of the parameters of the CNN model are set to

default, few parameter’s values set after the tuning. With the

different value of dropout such as 0.2, 0.25, 0.3, 0.4, 0.5

model was experimented and found that 0.5 is yielded the

best performance. Hence, the Dropout value is set to 0.5.

This research treated HS problem as binary classification and

hence uses softmax activation function at the output layer to

predict the probability of input tweets with respect to HS

and NHS. After tuning the model, the Rmsprop optimizer

yielded better performance compared to Adam and Adaboost

optimizer. Binary cross-entropy is used as a loss function.

D. EVALUATION TECHNIQUE

To evaluate the performance of the model for HS detection,

researchers used the standard classification metrics, namely:

Precision, Recall, and F1-score. Precision is defined as the

number of HS tweets predicted truly among all HS tweets.

Recall is defined as truly predicted HS tweets among all

ground truth HS tweets. The F1-score is the harmonic mean

of the Precision and Recall. These metrics are used to mea-
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sure both the traditional machine learning based classifiers

as well as the deep learning based models. The researchers

also used the micro and macro average of precision, recall,

and F1-score to represent the model performance. The micro

average calculated by adding the true positive, false negative,

and false-positive instances of HS predicted by the model,

which is independent of the number of classes. The macro

average is calculated by taking the average of calculated

precision, recall, and F1-score for different classes. In previ-

ous studies, the researchers presented the model performance

using the micro average precision, recall, and F1-score [9],

[11], [12], [14], [31]. As mentioned, the statistics of our

dataset in section IV, the dataset is imbalanced. The number

of HS related tweets are very less compared to the NHS

tweets. For such type of dataset, if one uses the micro-average

based metrics, then it is very hard to find the performance

of the minority class [13]. So, for an application like HS

detection, the micro-average based metrics do not reflect the

actual model performance. The above observation motivated

us to use the standard version of Precision (Eq. 7), Recall

(Eq. 8) and F1-score (Eq. 9) for evaluation of our proposed

model, these metrics are defined as follows:

• Precision (P): It is the fraction of HS tweets among the

retrieved HS tweets. It is computed as:

Precision =
TruePos

TruePos + FalsePos

(7)

Here TruePos means HS tweets predicted as HS and

FalsePos means the NHS tweets predicted as HS.

• Recall (R): It is the fraction of HS tweets that have been

identified from the total number of HS tweets present.

Recall =
TruePos

TruePos + FalseNeg

(8)

Here FalseNeg means HS tweets predicted as NHS by

the model.

• F1-Score (F1): It is the harmonic mean of P (Eq. 7) and

R (Eq. 8).

F1− Score = 2 ∗
P ∗ R

P + R
(9)

V. RESULTS

The experimental results obtained using the different models

will be discussed in this section. First, the results obtained

using the baseline models will be discussed, and then the re-

sults of deep learning models will be discussed. For baseline

model, seven different classifiers namely: (i) Logistic Regres-

sion (LR) [49], (ii) Naive Bayes (NB) [50], (iii) Random

Forest (RF) [51], (iv) Support Vector Machine (SVM), (v)

Decision Tree (DT), (vi) Gradient Boosting (GB) and (vii)

K-nearest neighbour (KNN) are used. For the deep learning

model, the DCNN, LSTM and C-LSTM model are used.

A. BASELINE MODELS

The experiment was started with traditional machine learning

based classifiers. The required features were extracted from

the tweet text using tf-idf technique by varying the n-gram.

Five different set of features are extracted such as (i) uni-

gram (1,1), (ii) bi-gram (2,2), (iii) bi-gram, tri-gram (2,3), (iv)

bi-gram, quad-gram (2,4), and (v) bi-gram, five-gram (2,5).

These features were fed into different classifiers.

First, the uni-gram (1,1) features fed into the selected clas-

sifiers. The best performance obtained using the RF classifier

among all, where the prediction accuracy of NHS tweets is

impressive, whereas for HS categories tweets, the prediction

accuracy is very low. As shown in Table 2, the P, R and F1 for

NHS and HS categories tweets are 0.95, 1.00, 0.97 and 0.91,

0.17, 0.29 respectively for the best case. Next, we applied

the same set of classifiers on other sets of features such as

(2,2), (2,3), (2,4) and (2,5) grams. The experimental results

with these sets of features are presented in Tables 3, 4, 5,

and 6, the best results presented by bold text in every table.

Among all selected classifiers, none of them are consistent.

For every set of features, a new classifier performed better;

For (1,1): RF, (2,2): RF, (2,3): SVM, (2,4): GB, and (2,5):

KNN classifier yielded the best result. As can be seen from

Figure 6,for all cases, the F1-score of NHS tweets is very

high (≈ 0.97), where as for HS related the best F1-score

is 0.54. This results clearly indicated that the approximately

half of the HS related tweets misclassified to NHS by the

model. As shown in Figure 3, out of 581 HS test tweets,

the model only predicted 235 tweets correctly, whereas 346

tweets are predicted as NHS. However, only 60 NHS tweets

are misclassified out of 7410. The statistics shown in Figure

3 confirmed that the baseline model misclassified many HS

related tweets.

There may be a list of reasons behind the low prediction

rate for HS related tweets, first, the imbalanced nature of

the data, the dataset used for this research contained 92.98%

of NHS tweets and only 7.02% of HS tweets. Second, the

lack of a semantic feature. The feature extracted using the tf-

idf technique could not retain the contextual information of

the tweets. This motivates us to use a model based on deep

learning. The experimental results obtained from the deep

learning models are discussed in section V-B.

B. RESULTS USING DEEP LEARNING MODEL

The traditional machine learning based SVM classifier

achieved the best performance but limited to 0.80, 0.40, 0.54

values of precision, recall, and F1-score to detect HS tweets,

which is not satisfactory. The majority of HS tweets are

misclassified by the classifier. The deep learning based basic

model of Convolutional Neural Network (1CNN) having a

single layer of convolution and pooling layer yielded bet-

ter performance (Table 7). The CNN model extracted the

features by convolving the filters over the tweets’ matrix.

We varied the size of the filter from bi-gram to five-gram

and captured the model performance. As shown in Table

7, the 1CNN model, varying the filter size, does not affect

the model performance. In each case: i.e., 2g to 5g, the F1-

score of the model for HS tweets is in the range of 0.57 to

0.59. However, this is 3% to 5% higher than that of the best
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TABLE 2: Result using machine learning classifiers with n-
gram (1, 1)g features

Classifier Class P R F1

LR
NHS 0.93 1.00 0.97

HS 0.12 0.12 0.12

RF
NHS 0.94 1.00 0.97

HS 0.91 0.17 0.29

NB
NHS 0.93 1.00 0.97

HS 0.16 0.12 0.14

SVM
NHS 0.94 1.00 0.97

HS 0.34 0.32 0.33

DT
NHS 0.95 0.94 0.94

HS 0.24 0.28 0.26

GB
NHS 0.94 1.00 0.97

HS 0.98 0.10 0.18

KNN
NHS 0.94 0.99 0.97

HS 0.58 0.18 0.28

TABLE 3: Result using machine learning classifiers with n-
gram (2g, 2g) features

Classifier Class P R F1

LR
NHS 0.94 1.00 0.97

HS 0.78 0.19 0.31

RF
NHS 0.95 1.00 0.97

HS 0.85 0.30 0.44

NB
NHS 0.93 1.00 0.96

HS 1.00 0.04 0.08

SVM
NHS 0.94 1.00 0.97

HS 0.80 0.20 0.32

DT
NHS 0.95 0.96 0.95

HS 0.40 0.39 0.39

GB
NHS 0.94 1.00 0.97

HS 0.84 0.22 0.35

KNN
NHS 0.95 0.99 0.97

HS 0.75 0.28 0.41

s

FIGURE 3: Confusion Matrix obtained using SVM classifier

TABLE 4: Result using machine learning classifiers with n-
gram (2g, 3g) features

Classifier Class P R F1

LR
NHS 0.95 1.00 0.97

HS 0.82 0.28 0.41

RF
NHS 0.95 0.99 0.97

HS 0.66 0.38 0.48

NB
NHS 0.95 0.99 0.97

HS 0.65 0.62 0.63

SVM
NHS 0.96 0.99 0.97

HS 0.80 0.40 0.54

DT
NHS 0.96 0.99 0.97

HS 0.70 0.40 0.51

GB
NHS 0.96 0.99 0.97

HS 0.67 0.39 0.50

KNN
NHS 0.95 0.99 0.97

HS 0.67 0.39 0.49

TABLE 5: Result using machine learning classifiers with n-
gram (2g, 4g) features

Classifier Class P R F1

LR
NHS 0.95 1.00 0.97

HS 0.84 0.25 0.39

RF
NHS 0.95 0.99 0.97

HS 0.69 0.36 0.48

NB
NHS 0.96 0.98 0.97

HS 0.64 0.38 0.48

SVM
NHS 0.95 0.99 0.97

HS 0.73 0.39 0.51

DT
NHS 0.95 0.99 0.97

HS 0.71 0.36 0.48

GB
NHS 0.96 0.99 0.97

HS 0.71 0.41 0.52

KNN
NHS 0.96 0.99 0.97

HS 0.70 0.40 0.51

TABLE 6: Result using machine learning classifiers with n-
gram (2g, 5g) features

Classifier Class P R F1

LR
NHS 0.95 0.99 0.97

HS 0.80 0.26 0.39

RF
NHS 0.96 0.99 0.97

HS 0.56 0.40 0.46

NB
NHS 0.95 0.98 0.96

HS 0.56 0.40 0.46

SVM
NHS 0.95 0.99 0.97

HS 0.72 0.38 0.49

DT
NHS 0.95 0.99 0.97

HS 0.74 0.36 0.49

GB
NHS 0.95 0.99 0.97

HS 0.83 0.27 0.41

KNN
NHS 0.96 0.99 0.97

HS 0.73 0.39 0.51
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(a) 2g (b) 3g

(c) 4g (d) 5g

FIGURE 4: AUC-ROC curve using 1CNN with 2g-,3g-,4g- and 5g filter

TABLE 7: Result of 1CNN model with (2-5)g filters on GloVe
embedding

Filter Size Class P R F1

2g
NHS 0.96 0.98 0.97

HS 0.70 0.48 0.57

3g
NHS 0.96 0.99 0.97

HS 0.72 0.49 0.58

4g
NHS 0.96 0.99 0.97

HS 0.72 0.49 0.58

5g
NHS 0.97 0.97 0.97

HS 0.67 0.53 0.59

results obtained using the SVM classifier (Table4). Hence,

we can say, the CNN model performed better compared to

the traditional ML-based models.

The best performance of the 1CNN model in terms of pre-

cision, recall, and F1-score is 0.65, 0.53, 0.59, respectively.

In this case, also, the HS related tweets are not identified

properly as the recall value limited to 0.53, which means

only 53 HS tweets out of 100 detected successfully by the

TABLE 8: Result of 2CNN model with (2-5)g filters on GloVe
embedding

Filter Size Class P R F1

2g
NHS 0.96 0.98 0.97

HS 0.71 0.49 0.58

3g
NHS 0.96 0.99 0.97

HS 0.71 0.48 0.57

4g
NHS 0.97 0.98 0.97

HS 0.65 0.53 0.59

5g
NHS 0.97 0.97 0.97

HS 0.60 0.54 0.56

(2-3-4)g
NHS 0.97 0.97 0.97

HS 0.62 0.57 0.59

TABLE 9: Results of LSTM and C-LSTM model on GloVe
embedding

Filter Size Class P R F1

LSTM
NHS 0.97 0.97 0.97

HS 0.64 0.53 0.58

C-LSTM
NHS 0.96 0.99 0.97

HS 0.75 0.43 0.55
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(a) 2CNN-2g (b) 2CNN-3g

(c) 2CNN-4g (d) 2CNN-5g (e) 2CNN-2-,3-,4g

FIGURE 5: AUC-ROC curve using 2CNN with 2g-,3g-,4g-,5g and 2-,3-,4g filters

model. However, for NHS related tweets, the model working

well, the recall value for NHS tweets detection is 0.98; that

means, only 2 NHS tweets are misclassified out of 100 NHS

tweets. The AUC-ROC curves for different variants of 1CNN

models are presented in Figures 4a, 4b,4c, 4d respectively.

The experimental results confirmed that the overall accuracy

of 1CNN models lie between 92-95%.

The experiment is repeated by adding a convolution layer

in 1CNN model (say 2CNN). As shown in Table 8, the 2CNN

model also has a similar performance as of 1CNN. The best

recall value obtained using the 2CNN model is 0.53 for HS

tweets prediction, which is similar to 1CNN (Figure 7).

Further, instead of using the individual n-gram filter for

convolution operation, we applied 2-,3-, and 4-g filter col-

lectively to extract the features from the tweets. The results

obtained by applying 2-,3-, and 4-g filters collectively are

presented in Table 10. In this case, the recall value of NHS

tweets is 0.97 whereas for HS tweets it is 0.57 (greater than

recall value obtained using individual filters). This model

also failed to detect the 43 HS speech tweets out of 100. The

AUC-ROC curves for different variants of 2CNN models are

presented in Figures 5a, 5b,5c, 5d, 5e respectively. The ac-

curacies of 2CNN models are also similar to 1CNN models,

and it lies between 92-95%.

Another deep learning based model called Long Short-

Term Memory (LSTM) is used to improve model perfor-

mance. The working of LSTM model is explained in sec-

tion IV-B. With the default setting of the hyper-parameters,

LSTM model with 100 units of LSTM node yielded the 0.53

recall values, which is similar to 1CNN and 2CNN model

performance. Further, the combination of CNN and LSTM:

C-LSTM model is used. C-LSTM model having a similar

configuration of 1CNN and an LSTM model (Table 9). The

C-LSTM model provided the recall value of 0.43, which is

lower than that of all tested models so far.

The LSTM model is generally performing well with the

sequential data, where the model needs to preserve the

semantics of the words for a long time; however, the HS

detection issue is of the subjective type where the model

has to process the complete tweet’s words and extract their

context. This may be one of the reasons behind the good

performance of the CNN model that worked with complete

words of the tweets to find their context.

By observing the results obtained using the traditional

machine learning based classifiers and deep learning based

models, we can say, the model with a fixed partition of train

and test sample failed to achieve the satisfactory performance

to detect the HS tweets. Finally, the k-fold cross-validation

technique is used by setting the k value as 10. The 2CNN

model having the filter size of 4g yielded the value of preci-

sion, recall and F1-score of 0.99, 0.99, 0.99 for NHS tweets

prediction, and 0.97, 0.88, 0.92 for HS tweets predictions
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FIGURE 6: Performances of ML algorithms with different n-grams for HS predictions

TABLE 10: Results comparison of the proposed model with existing models

Model P R F1

Existing Davidson et al. [8] 0.91 0.90 0.90

Kamble and Joshi [32] 0.83 0.79 0.81

Waseem and Hovy [23] 0.73 0.78 0.74

Warner and Hirschberg [26] 0.68 0.60 0.63

LR (2,3) 0.82 0.28 0.41

RF (2,5) 0.73 0.41 0.53

NB (2,4) 0.64 0.38 0.48

Baseline SVM (2,3) 0.80 0.40 0.54

DT (2,3) 0.70 0.40 0.51

GB (2,4) 0.71 0.41 0.52

KNN (2,4) 0.70 0.40 0.51

1CNN (5g) 0.67 0.53 0.59

2CNN (4g) 0.65 0.53 0.59

Proposed 2CNN (2-,3-,4)g 0.62 0.57 0.59

C-LSTM 0.75 0.43 0.55

LSTM 0.64 0.53 0.58

DCNN with k-fold 0.97 0.88 0.92
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FIGURE 7: Performance of 1CNN and 2CNN model with
varying size of kernels for HS predictions

(Table 10). It means, only one NHS tweets and twelve HS

related tweets are misclassified out of 100. We compared the

prediction accuracy with the existing model [8], [23], [26],

[32] and found that the proposed model achieved the better

prediction values as shown in Table 10.

VI. CONCLUSION, LIMITATION AND FUTURE SCOPE

This research addresses the issue of hate speech detection on

Twitter using a deep convolutional neural network. Initially,

the machine learning based classifiers such as LR, RF, NB,

SVM, DT, GB, and KNN were used to identify the HS related

tweets on Twitter with the features extracted using tf-idf

technique. However, the best ML model, i.e., SVM able to

predict only 53% of HS tweets correctly on a 3:1 train-test

dataset. The reason behind the low prediction of HS tweets

may include the imbalanced dataset, hence the model biased

towards the NHS tweets prediction as it is having the majority

of instances. Deep learning based CNN, LSTM, and their

combinations C-LSTM models also have similar results with

the fixed partitioned dataset. The experimental outcome on

both the traditional machine learning based models and deep

learning based models confirmed that none of the models

predicted the HS tweets with satisfactory accuracy on a fixed

partitioned of train-test. Finally, 10-fold cross-validation was

used with the proposed DCNN model and achieved the best

prediction recall value of 0.88 for HS and 0.99 for NHS. The

experimental results confirmed the k-fold cross-validation

technique is a better choice with the imbalanced dataset. The

current research addressed the HS issues with the textual data

only; however, images also widely used for the same. Hence,

in the future, the researcher may include images with text

or can analyse the video dataset to capture more HS related

posts from Twitter. This research only used the tweets written

in the English language, which can be further extended by

mixing other languages such as Japanese, Hindi, Tamil, etc.

The developed model achieved the recall value of 0.88, which

indicates few tweets are not detected properly. In the future,

a model may develop, which captures all hate speech content

from the OSN. To build a general framework using deep

learning models, the training dataset must have sufficient

samples, in the future, the current dataset may be extended

to achieve better accuracy.
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