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Abstract 
 

The main purpose of this paper is to discuss some applications of internally studentized residuals 9n the model selection criterion be-

tween two nested and non-nested stochastic linear regression models. Joseph et.al [1] formulated various proposals from a Bayesian deci-

sion-theoretic perspective regarding model selection Criterion. Oliver Francois et.al [2] proposed novel approaches to model selection 

based on predictive distributions and approximations of the deviance. Jerzy szroeter [3] in his paper depicted the development of statisti-

cal methods to test non-nested models including regressions, simultaneous equations. In particular new criteria for a model selection 

between two nested/ non-nested stochastic linear regression models have been suggested here. 

 
Keywords: Test statistic, OLS residual sum of squares, nested and non-nested stochastic linear regression model, internally studentized residuals, OLS 

estimator. 

 

1. Introduction 

In In spite of the availability of highly innovative tools in Mathe-

matics, the main tool of the Applied Mathematician remains the 

stochastic regression model in the form of either linear or nonline-

ar model. More importantly, mastery of the stochastic linear re-

gression model is prerequisite to work with advanced mathemati-

cal and statistical tools because most advanced tools are generali-

zations of the stochastic linear regression model. The various in-

ferential problems of stochastic modelling are considered to be 

essential to both theoretical and applied mathematicians and statis-

ticians. The selection between alternative models is an important 

problem in stochastic modelling. Specification of the stochastic 

regression model is an important stage in any stochastic linear 

regression analysis. It includes specifying both the expectation 

function and the characteristics of the error. The various Miss-

specification tests and testing general linear hypothesis in the sto-

chastic linear regression models were studied by many mathemati-

cians and statisticians. Most of these people have proposed their 

tests in stochastic linear regression models by using some inferen-

tial criteria. 

2. Model Selection Criterion between Two 

Nested Stochastic Linear Regression Mod-

els Using Internally Studentized Residuals: 

Consider two alternative nested stochastic linear regression mod-

els as 

(i) 1 1 1Y X   , such that  2

1 1 n~ N 0, I 
and  

(ii) 1 1 2 2 2Y X X     , such that   2

2 2 n~ N 0, I 
, where Y 

is  n 1  vector of observations on dependent variable; 

1X  is 
 1n k

 and 2X  is 
 2n k

data matrices of fixed 

known observations on independent variables and 1  is 

 1k 1
 and 2  is 

 2k 1
 vectors of unknown regression 

coefficients parameters , 1   and 2  are 
 n 1

 vectors of 

errors and 
2

1  and 
2

2  are unknown error variances of 1  

and 2  respectively; and 1 , 2  follow Multivariate 

normal distributions with zero mean vectors and  

 covariance matrices 
2

1 In  and 
2

2 nI  respectively.  

Model selection between these two nested stochastic linear regres-

sion models equivalently states the null hypothesis 0 2H : 0   

against alternative hypothesis 1 2H : 0  . For testing null hypothe-

sis, one may fit these two models by Ordinary Least Squares 

(OLS) estimation procedure and then obtain the OLS residual sum 

of squares, and hence, internally Studentized residuals which are 

given by   

OLS estimator of  1 : 
 

1

1 1 1 1
ˆ X X X Y


  

 

Unbiased estimate of
2

1 : 

n
2

1i
2 1 1 i 1
1

1 1

e
e e

ˆ
n k n k




  
 



, where 1 1 1
ˆe Y X   

   

Internally Studentized Residuals:  
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1i
1i

1 1ii

e
q , i 1,2,..., n

ˆ 1 h
 
 

 

Where 1iih  = ith diagonal element of Hat matrix,   

    
1

1 1ij 1 1 1 1H h X X X X


  
  

(i) Write 

1

2

 
   

   and 
 1 2X X X

, one may have 

2Y X  , 
 2

2 2~ N 0, In 
 

OLS estimator of 


: 
 

1
1 1ˆ X X X Y



 
 

Unbiased estimator of 

n
2

1 i
2 i 1
2

1 2 1 2

e
e e

ˆ
n k k n k k

  
   



 

Where 
ˆe y x   

   

Internally studentized Residuals: 

i
i

2 ii

e
q ,i 1,2,..., n

ˆ 1 h
 
 

 

Where hii = ith diagonal element of Hat matrix H 

=((hij)) = x(x1x)-1x1 

Under the proposed model selection criterion, the test statistic for 

testing 0 2H : 0 
is given    

              by 

  

 
   2 1 2

1 1

1 1 2

1 K , n k k

1 2

q q q q / k
F F

q q / n k k    

 
 

     

Where 
1

1 1q q :  Internally studentized residual sum of squares ob-

tained by using model  

(i)   q1 q : Internally studentized residual sum of squares obtained 

by using model  

(ii)  If F is not significant then Model (i) may be selected.  

3. Model Selection Criterion between Two 

Nested Stochastic Linear Regression Mod-

els by Considering Omitted Independent 

Variables Are Unknown, Using Internally 

Studentized Residuals.  

Consider two nested stochastic linear regression models under null 

and alternative hypotheses as   1 10 n 1 n k k 1 n 1H : Y X     
 such 

that
 2

nN 0, I 
.   

         Against 1 1 2 21 n 1 n k k 1 n k k 1 n 1H : Y X Z         
 such that 

 2

nN 0, I 
. Where Y is (nx1),   is (k1x1), 


is (k2x1), and 

 is (nx1) vectors; X is (nxk1) known and Z is (nxk2) data matrix 

of omitted independent variables 
2 is unknown scalar.  

The problem of testing H0 against H1 can be equivalently state the 

null hypothesis as 0H : 0 
 against 1H : 0  . Here, Z contains 

omitted independent variables which may cause inadequacy in the 

stochastic linear regression model. One may obtain Restricted and 

Unrestricted Internally Studentized residuals sum of squares by 

estimating two models under H0 and H1 respectively. The modi-

fied Wald test statistic for testing 0H : 0 
 given by 

 
2

1 1
asy

R R UR UR* 2

k1

UR UR

n q q q q
W

q q


 

,  Where 
1

R Rq q : Restricted Internal-

ly Studentized Residual sum of squares obtained by using model 

under 0H : 0 
, 

1

UR URq q
: Unrestricted Internally studentized re-

sidual sum of squares  obtained by using model under 1H : 0  , 

2K :
 Number of restrictions on 2  

If   W* is not significant then model under Ho may be select-

ed as an adequate stochastic linear regression model. 

4. Model Selection Criterion between Two 

Non-Nested Stochastic Linear Regression 

Models Using Internally Studentized Re-

siduals 

Consider two non-nested stochastic linear regression models 

under null and alternative hypotheses as 

 (i) 0 1H : Y X 
such that 

 2

1 1 nN 0, I 
 against (ii) 

1 2H : Y Z    such that   
 2

2 2 nN 0, I 
 

 One may apply Ordinary Least Squares (OLS) estima-

tion procedure and obtain the estimators of Y by using two models 

(i) and (ii) as 1 2
ˆ ˆY and Y respectively. 

ie : 1 1
ˆŶ X ,   where  

1
1 1

1
ˆ X X X Y



 
 and 2

ˆ ˆY Z ,   where 

 
1

1 1ˆ Z Z Z Y


 
  for testing the truth of Ho against H1 consider an 

augmented stochastic linear regression model as 

  1 2 3
ˆ ˆY 1 Y Y   

  Or   1 2 1 3
ˆ ˆ ˆY Y Y Y       

    such that 

 2

3 3 nN 0, I 
 

* *

3Y X ,  
Which is a two variable linear model in deviation 

form. 

Where 
*

2
ˆY Y Y ,  

   is new dependent variable and 
*

2 1
ˆ ˆX Y Y  

   is 

new independent variable 

Now, the OLS estimator of  is given by  

1

1

* *

* *

X Yˆ

X X

 
   

    

For testing truth of Ho, one may test 00H : 0, 
by using Student’s 

t-test statistic as 

   n 1

ˆ
t t

ˆSE






 

where S.E. 
 ̂

is standard error of ̂ . 

For testing the truth of H1 against H0, one may consider an aug-

mented stochastic linear regression model as 

 1 2 4
ˆ ˆY Y 1 Y ,    

or 2 1 2 4
ˆ ˆ ˆY Y Y Y ,       

     such that 

 2

4 4 nN 0, I 
 

 
k* **

4Y X ,    Which is a two variable linear model 

in deviation form. Where 
**

2
ˆY Y Y  

  is new dependent variable 

and  X** = 
1 2

ˆ ˆY Y 
 

 is new independent variable 

Now, OLS estimator of 


is given by 

1

1

** **

** **

X Y
ˆ

X X

 
   

    
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For testing truth of H1, one may test 11H : 0 by using Student’s 

t-test statistic as     n 1

ˆ
t t

ˆSE





 . Compare the calculated values of 

t with their critical values and draw the inferences accordingly. 

5. Conclusion  

The above research study has brought out some new advance tools 

for analysing inferential aspects of stochastic linear regression 

models by using internally studentized residuals this work can be 

extended by developing advanced tools for analysing inferential 

aspects of stochastic non -linear regression models and random 

coefficients regression models by using different types of residuals 

other than studentized residuals. The research contribution. Made 

here could generate an immense interest in other research fellows 

to take up further research study in the coming years. 
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