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In this article, a comprehensive review of the state-of-art graph-based learning methods for classification
of the hyperspectral images (HSI) is provided, including a spectral information based graph semi-
supervised classification and a spectral-spatial information based graph semi-supervised classification.
In addition, related techniques are categorized into the following sub-types: (1) Manifold representation
based Graph Semi-supervised Learning for HSI Classification (2) Sparse representation based Graph Semi-
supervised Learning for HSI Classification. For each technique, methodologies, training and testing sam-
ples, various technical difficulties, as well as performances, are discussed. Additionally, future research
challenges imposed by the graph-based model are indicated.
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1. Introduction

From the last decade, hyperspectral remotely sensed images are
gaining a lot of attention due to their ability to carry a high volume
of information about the object or scene. The advancement in
imaging technology produces high dimensional images with
hundreds of spectral bands (Melgani and Bruzzone, 2004). The rich
amount of information helps HSI in performing a detailed analysis
of the scene. Therefore, HSI is widely used in various applications,
such as target detection (Yang et al., 2015; Zhang et al., 2014),
land-cover classification for agricultural field analysis
(Damodaran and Nidamanuri, 2014; Pinter et al., 2003), Mineral
mapping, etc. Land cover classification is one of the active research
topics, which have gained a lot of attention in the last decade (Hou
et al., 2013). The traditional classification techniques cannot be
applied directly to the HSI due to the following reasons, i) the
traditional methods cannot accurately learn class conditional
lassifi-
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densities ii) A large number of training samples are necessary iii)
Computational complexity of high dimensional data is very high
(IDRISI Guide). This has fostered the idea of developing novel and
precise techniques for HSI classification. HSI is classified as Super-
vised, Unsupervised, and Semi-supervised based on nature of avail-
able training samples. The supervised technique uses ground truth
information (labeled data) for classification (Barisione and Solarna,
2016; Manoharan, 2018), whereas the unsupervised technique
does not require any prior information (Villa and Chanussot, 2013).

Designing a classification system using HSI poses a few chal-
lenges: i) Availability of only a limited number of labeled data.
As the dimensions of hyperspectral data are high, classification
performance is limited by the availability of the number of sam-
ples. This is called the Hughes phenomenon (Richards and
Richards, 1999). ii) Collection of labeled data is a highly time-
consuming, expensive and a complicated process (Tan et al.,
2014). However, unlabelled samples are largely available at no
cost. This has motivated researchers to develop the semi-
supervised learning (Shahshahani and Landgrebe, 1994) tech-
niques, where unlabelled samples are added to the training data.
Several strategies have been suggested by researchers (Di, 2011)
in order for a competent development of semi-supervised methods
(Sawant and Prabukumar, 2018). In the past decade, semi-
supervised classification field has been emerging and enticing
more attention due to its capability to solve pattern recognition
problems (Zhang and Zhou, 2007; Sugiyama and Id, 2010). As per
Fig. 1, semi-supervised learning generally comprise five various
models namely, Generative model (Jin and Raich, 2012), Self-
learning model (Li, 2013), Co-training model (Zhang, 2014), Trans-
ductive SVM (TSVM) learning model (Sun and Wang, 2014), and
Graph-based learning model (Aydemir, 2017). A generative model
is an old and very simple method but it assumes a certain type of
distribution for unlabelled data (Jin and Raich, 2013). Self-learning
and Co-training model considers a very few labeled samples, how-
ever, suffers from poor prediction (Li, 2013; Samiappan and Robert,
2015). TSVM model is less susceptible to over-fitting compared to
self-learning and Co-training model, however, it is classifier depen-
dent (Dalponte et al., 2015), whereas graph-based learning has
shown better classification accuracy at the cost of more computa-
tional complexity and has become a gradually more active tech-
nique in the pattern recognition (Gu and Feng, 2012; Belkin and
Niyogi, 2005; Camps Valls et al., 2007; Gomez Chova et al., 2008).

Among the numerous semi-supervised techniques, the graph-
based semi-supervised technique is gaining a lot of attention due
Fig. 1. Hierarchical structure of semi-supervised classification techniques.
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to its ability to achieve a satisfactory classification performance.
These methods help the construction of a graph from both labeled
and unlabeled data by utilizing a graph Laplacian regularizer to
smooth the classification function with respect to the data mani-
fold. The effect of Laplacian regularizer depends upon how the
graph is constructed. The construction of the graph structure
involves two-step procedure: determination of graph adjacency
relationship and calculation of the graph weights. In this review
article, the focus is on the graph-based semi-supervised learning
techniques due to its excellence in practice involving the review
of the techniques recommended by researchers in the last decade
and suggest future research directions.

The remainder of the paper is structured as follows: Section 2
highlights a brief overview of the graph learning models. Section 3
deals with the classification methods that use the spectral informa-
tion only. Section 4 discusses techniques which consider both
spectral and spatial information. Section 5 provides a summary
of the literature survey, followed by the indication of future
challenges.
2. Graph-based Semi-supervised learning

In the graph-based methods, label information of each sample is
propagated to its neighboring sample until a global stable state is
reached on the complete dataset. Here, a graph is constructed with
nodes and edges, where the nodes are specified by unlabelled and
labeled samples, whereas the edges specify the similarities among
the labeled as well as unlabelled samples. Here the label of each
data sample is progressed to its neighboring points (Sheikhpoura
and Sarrama, 2017). The graph structure is represented as G = (V,
E), where a set of vertices V which signify both the labeled and
unlabeled data samples and a set of edges E which denote the sim-
ilarities among the labeled as well as unlabelled samples from the
dataset (Fig. 1). In Fig. 2(a) two shaded circles are the initially
labeled vertices (±1), while the white nodes represent unlabelled
samples. The similarity between samples is represented by the
thickness of the edges. Fig. 2(b) shows that the graph technique
classifies the unlabelled samples according to the weighted dis-
tance. The two clusters are formed, even though samples are con-
nected by thin edges.

Consider the HSI dataset which is represented as, X = [x1, x2, . . .,
xM], where xi � FN, F is feature vector,M is the total number of pixels
in the HSI and N is the total number of spectral bands or the feature
dimension. Let, L = {1, . . ..., l} be the labeled samples corresponding
to labels y1, . . ..., yl and U = {l + 1, . . ..., l + u} be the unlabelled sam-
ples. The process of construction of the graph involves two stages
(Cheng et al., 2010): the initial phase involves graph adjacency
matrix construction and second phase deals with graph weight cal-
culation. The graph adjacency matrix is constructed either by the
Fig. 2. Graph-based classification of dataset: (a) Before classification (b) After
classification.

based semi-supervised learning methods for hyperspectral image classifi-
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k-nearest neighbor or by e nearest neighbor. For calculation of
graph weights, one of the following equation is used.

i). The Gaussian similarity function which is represented as:

g xi; xj
� � ¼ exp �k xi � xj k2

2r2

 !
ð1Þ

where factor r controls the width of the neighborhoods.
ii). The inverse Euclidean distance function is given as:

g xi; xj
� � ¼ k xi � xj k�1 ð2Þ
From the above steps, xi and xj have an associated weight wij. If

samples are not connected then, wij = 0. Finally, the weight matrix
W is calculated among all labeled and unlabeled samples in order
to perform the classification. The normalized graph Laplacian is
defined as,

L ¼ I � D �1=2ð ÞWD �1=2ð Þ ð3Þ
where, D is a diagonal matrix with degrees d1, d2, . . .., dN and
di ¼

Pn
j¼iwij:

An important property of Laplacian is given as,

F 0LF ¼ 1
2

Xn
i;j¼1

wij
f iffiffiffiffi
di

p � f jffiffiffiffi
dj

p
 !2

ð4Þ

where F is a vector and fi is its element.
The objective function formulated next is to be minimized in

order to classify the data.
Recently the graph based techniques have become the topic of

interest for researchers due to the sparseness properties, associa-
tion with kernel methods, solid mathematical foundation, and bet-
ter performance. In the next section, we will discuss some of the
graph based methods used for HSI classification.

3. Spectral information based graph Semi-supervised learning
for HSI classification

HSI provides rich spectral information about the scene as the
information is collected in narrow spectral bands. In the HSI clas-
sification method, the pixels are assigned to the class in accordance
with their spectral signature. So the spectral information plays a
vital role in the analysis of HSI. In the past decade, many graph-
based semi-supervised learning methods for HSI classification
has been evolved, these have considered either manifold or sparse
representation of the data structure.

3.1. Manifold representation based graph Semi-supervised learning for
HSI classification

The HSI data usually resides on a nonlinear sub manifold caus-
ing inefficiency of linear algorithms (Bachmann et al., 2005). Man-
ifold learning-based algorithms have been applied to the HSI for
the exploration of the nonlinear structure of HSI data (Lunga
et al., 2014; Du and Zhang, 2014). In the past years, a variety of
manifold learning based algorithms have been developed enabling
the discovery of the nonlinear manifold structure concealed in the
high- dimensional data. These include Isomap (Lunga et al., 2014),
Locally Linear Embedding (LLE) (Roweis and Saul, 2000), and Lapla-
cian Eigenmaps (LE) (Belkin and Niyogi, 2003).

In semi-supervised learning, the graph constructed from
labeled and unlabeled samples is used for manifold representation.
Graph-based semi-supervised learning techniques utilize a graph
Laplacian regularizer to make the classification function smooth
with respect to the data manifold, a low-dimensional subspace
on which the high-dimensional data actually reside. So to explore
Please cite this article as: S. S. Sawant and M. Prabukumar, A review on graph-
cation, The Egyptian Journal of Remote Sensing and Space Sciences, https://do
valuable properties of manifold learning, Ma and Crawford (2015)
have constructed a graph using the manifold learning method. A
study of the semi-supervised learning and manifold learning has
been undertaken for finding the relationship between the non-
linear data points. The weight matrix is used for determination
of the local properties of data points and their neighborhoods.
The relationship between semi-supervised learning and local man-
ifold learning has helped the discovery of a graph structure which
does effective classification of the structure. The ability of the local
manifold learning to preserve local geometry of each neighborhood
has helped a tremendous increase in classification accuracy
tremendously.

Cheng and Zhu (2016), have proposed the classification of HSI
with the active learning method by combining discriminant analy-
sis and robust regression. The robust regression is used for the
extraction of abundant information from labeled and unlabeled
data. Then, finally, the discriminant analysis is used for improve-
ment of the separability between the classes by exploiting the pair-
wise constraint term. With these constraints, samples which
belong to the same class tend to be close and those from different
class go away.

3.2. Sparse representation based graph Semi-supervised learning for
HSI classification

In recent times, the benefits of compressed sensing have led to
the suggestions of several sparse representations (SR) based meth-
ods for graph based semi-supervised learning (Cheng et al., 2009;
Yan and Wang, 2009; He et al., 2856). Sparse representation based
graphs can help getting the adjacency relationship among the sam-
ples and weights simultaneously and automatically. Also, this
graph has natural discriminating power which increases perfor-
mance. Many authors have proposed various versions of the SR
methods.

Tan and Zhou (2015), have constructed block sparse graph for
HSI classification using discriminant analysis. Unlabelled data sam-
ples are picked using sparse representation and regularized collab-
orative representation. Regularized collaborative representation
improves the accuracy of representation. Sparse representation
has helped improvement to discriminant capability.

Luo and Huang (2016), have used the manifold learning based
on sparse representation for the construction of the graph. The
use of sparse coefficient of labeled samples helps construction
between the class graph and within the class graph, whereas using
the sparse coefficient of unlabelled samples, the unsupervised
graph is constructed. All these graphs are used for generation of
the projection matrix for feature extraction. Because of the sparse
based manifold structure of the data, the discrimination ability of
class has increased, and the algorithm has achieved very good
accuracy compared to other methods. The computational cost of
the algorithm depends on the number of spectral bands as well
as the number of labeled and unlabeled samples.

Morsier and Borgeaud (2016), have proposed a graph represen-
tation with kernel low rank and sparse subspace clustering for the
classification of HSI assuming that data lies on the union of mani-
folds. This algorithm has been of help in the construction of the
graph in an unsupervised manner and performs the classification
in an unsupervised as well as semi-supervised fashion. The highly
connected graph with a low-rank structure which provides the
smoother kernel distortion helps the algorithm outperforming
the competing methods that have been trained on the traditional
KNN classifier.

Wang et al. (2016), have proposed a non-negative sparse semi-
supervised learning method for addressing the ill-posed problem.
This method involves two stages: (1) analysis of the discriminant
behavior of labeled samples for assessment of the separability
based semi-supervised learning methods for hyperspectral image classifi-
i.org/10.1016/j.ejrs.2018.11.001
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between samples; (2) construction of the non-negative sparse
graph based on unlabelled samples by adding regularization term
which then extracts the precise information. This block non-
negative sparse method effectively utilizes the unlabelled samples
which have achieved better accuracy in comparison to the conven-
tional sparse representation.

Even though SR based approaches have presented an impressive
performance for HSI classification, some of them have failed to
consider the structure of the class underlying dataset. The perfor-
mance could be improved with consideration of the probabilistic
class structure by exploiting partial label information.
Yuanjieshao and Nongsang (2017), have developed a sparse repre-
sentation graph based semi-supervised learning model. Probabilis-
tic class structure estimates the probability relationship between
each data sample point and each class of entire data. Probabilistic
class structure formulates the sparse structure enhancing the dis-
criminative ability of graph structure. The estimation of class dis-
tribution and addition of regularization with class structure
increases makes the system slower.
4. Spectral-spatial information based graph Semi-supervised
learning for HSI classification

Most of the graph based semi-supervised HSI classification
methods use only spectral information neglecting the spatial infor-
mation. The spectral information alone is not useful for discrimi-
nating different classes (Yang et al., 2014). Recently, many
articles have referred to the excellent classification performance
through exploitation of the spatial neighborhood information
along with the spectral information. These methods are also cate-
gorized on the basis of manifold or sparse representation.
4.1. Manifold representation based graph Semi-supervised learning for
HSI classification

Luo and Liao (2016), have proposed a graph based model where
both spatial and spectral information is considered for the
improvement of the classification performance. Graph adjacency
is calculated by measuring the similarity between two spatial
neighborhoods which is termed as the sum of minimum distance
(SMD) and local manifold learning (LML) is combined to decide
the edge weights. The combination of SMD and LML vectors pre-
serves the local properties of the pixel. Spatial information is used
for the identification of the similar neighbors. The combination of
SMD and LML preserves the local geometry of both spectral neigh-
borhood and spatial neighborhood. The algorithm outperforms
over other methods, but its performance has degraded with few
labeled samples.

Gustavo and Marsheva (2007), have presented the graph based
composite kernel model for semi-supervised learning. Along with
the spectral information, spatial variability of the spectral signa-
ture is also exploited. The family of the composite kernel is used
for the integration of the contextual information in the classifier.
As the method invokes large kernel matrices, Nystrom optimiza-
tion algorithm (Williams and Seeger, 2001) is used for reducing
the computational complexity. The Nystrom method is one of the
effective methods for spectral decomposition of the large kernel
matrices. The method has shown good accuracy and robustness
in an ill-posed situation but the thematic map obtained from this
technique is noisy and is sensitive to the parameter alpha.

Gao and Ji (2014), have proposed a novel framework for the per-
formance of HSI classification by using two layer graph-based
learning to overcome the challenges of limited data and compound
distribution of the classes. In the first layer, the simple graph struc-
ture is constructed using unsupervised learning. In the second
Please cite this article as: S. S. Sawant and M. Prabukumar, A review on graph-
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layer, a hypergraph is constructed using semi-supervised learning,
where each vertex represents one pixel and the hyper edge is con-
structed by using the pair-wise pixel relevance obtained from the
first layer. This method outperforms over the state-of-art methods
but at the cost of computational complexity.

Martinez-Uso et al. (2014), have proposed the transductive
approach for graph-based semi-supervised learning using the
probabilistic relaxation theory. This technique uses contextual
information for multi-class assignment of labels. Here, the proba-
bilistic relaxation theory is used for assigning a label to the nodes
based on the initial contextual information in an iterative manner.
The performance is tested in the noise-free channel, so there are
chances of performance degradation in presence of significant
noise contents.

Wang and Hao (2014), have classified new samples by con-
structing the spectral-spatial graph which randomly selects unla-
belled samples from the spatial information. 2D Gabor filter is
used for the extraction of the spatial data which constructs the spa-
tial graph to increase classification accuracy. The authors have also
proposed a new adaptive method to find the width of Gaussian
function for a spectral-spatial graph. Hence, labels are propagated
from labeled to unlabelled samples, on the basis of the spectral-
spatial graph. With the incorporation of the spatial information,
this method has shown greater accuracy compared to the state of
art methods but it takes more computation time for label
allocation.

Caol and Chen (2016), Ma and Andong (2016), have proposed a
novel deep classification framework by incorporating both the spa-
tial and spectral information. The algorithm works in two steps:
graph-based spatial fusion and Convolutional Neural Network
(CNN). Initially, the spatial fusion technique is used to extract the
spatial spectral features. In the second step, the fused features of
the input are used for learning the CNN and via deep hierarchy,
with convolutional and pooling layers it understands the spectrum
efficiently from the fused input features. Thus, a relationship is
formed between the spectral and spatial features and the class dis-
tribution which has increased the classification performance.

4.2. Sparse representation based graph Semi-supervised learning for
HSI classification

Chen et al. (2017) have presented the double sparse graph dis-
criminant analysis for the dimensionality reduction of HSI in a
semi-supervised manner. The positive and negative relationships
among the data points are used for forming the double sparse
graph, where positive sparse graph reflects intra-class association
among the data points while the negative sparse graph indicates
inter-class association among the data points. To explore the pre-
cise discriminant information, the spatial information along with
k nearest neighborhood is utilized to select unlabelled samples
which are denoted as pseudo labels.

Xue and Du (2017), have presented a method based on sparse
regularization for more accurate classification. This method is an
inductive method which can predict the unseen data. Semi-
supervised learning is done by adopting the sparse graph regular-
ization (SGR) and the total variation sparse graph regularization
(TVSGR) which is an extension of SGR. Here spatial information
is considered for the formation of TVSGR. And, finally to get more
smooth classification map, graph cut method is integrated with the
above referred sparse methods. Though this method is robust to
noise and free from tuning of complex parameters, computational
complexity is still high.

Aydemir (2017) has developed a novel method by using graph-
based learning. Initial samples are selected using subtractive clus-
tering which has provided more informative and quality samples
compared to the traditional k means clustering. Decision level
based semi-supervised learning methods for hyperspectral image classifi-
i.org/10.1016/j.ejrs.2018.11.001
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combination of the results obtained by kernel sparse representa-
tion and SVM classifier is used for the classification which yields
the higher accuracy. Furthermore, this algorithm also uses the spa-
tial information by incorporating the contextual data about the
surrounding neighbors of the pixel which has largely affected on
classification accuracy.

Fred et al. (2003), have proposed a locality constraint low-rank
method by incorporating the contextual information during the
feature extraction. This locality constraint low-rank method helps
good preservation of the spatial-spectral information. A hyper-
graph model is constructed for the exploration of the high order
relationship among the samples, instead of the conventional graph
model. Then the semi-supervised hypergraph learning method is
performed on the basis of the low-rank representation model for
HSI classification.
5. Discussion and conclusion

Designing an efficient classification system using HSI is very
important since HSI reflects a huge data while the classification
performance is limited by the availability of the number of labeled
samples. In this paper, an overview of some recent articles have
been presented to address the challenges and methodologies of
the current system. In this section, we summarize this work by
outlining the research challenges faced by the graph-based semi-
supervised classification system.
5.1. Summary of survey work

The survey work will be summarized as:

� Existing methods assume that the data as single manifold or
well separated multiple manifolds. So when a graph is con-
structed with KNN edges or e edges, the nearby nodes are
strongly connected and have similar labels. However, in high
dimensional data, distribution of data forms overlapping of
multiple manifolds. Though single manifold follows label
smoothness assumption, multiple manifolds fail to satisfy this
assumption. Therefore, existing graph-based methods will not
achieve the finest performance.

� Most of the algorithms involves the construction of the adja-
cency graphs using the k nearest neighbors (KNN) method,
but the drawback of using this nearest neighborhood criterion
is that it does not obtain sufficient discriminant data.

� Most of the algorithms use spectral as well as spatial informa-
tion which has increased the classification accuracy tremen-
dously at cost of more computational time.

� HSI data contains redundant information of a huge volume
which is not useful for the data processing as it results only in
additional computational burden. Therefore, band reduction is
necessary for HSI classification. Instead of using all available
bands of HSI data, a few bands are to be selected with most dis-
criminative information which in turn reduces the computa-
tional burden in the training phase.

� For overcoming the above-mentioned drawbacks, some
researchers have proposed sparse representation based learning
models. Sparse representation has shown good discriminating
capability. But the computation of the sparse coefficient takes
more time and computational complexity is still remain a
challenge.

Therefore, in order to address the above challenges, there is a
need to develop a sparse representation based spectral-spatial
graph learning algorithm by incorporating an effective optimiza-
tion algorithm. There is also the need to select the most useful
Please cite this article as: S. S. Sawant and M. Prabukumar, A review on graph-
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bands for enabling reduction in the computational burden through
use of the optimization algorithm. The challenges presented in this
section suggests the better efficiency of classification systems for
HSI is remaining as a very active area for research.
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