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Abstract
Numerous tiny sensors are restricted with energy for the wireless sensor networks since most of them are deployed in
harsh environments, and thus it is impossible for battery re-change. Therefore, energy efficiency becomes a significant
requirement for routing protocol design. Recent research introduces data fusion to conserve energy; however, many of
them do not present a concrete scheme for the fusion process. Emerging machine learning technology provides a novel
direction for data fusion and makes it more available and intelligent. In this article, we present an intelligent data gather-
ing schema with data fusion called IDGS-DF. In IDGS-DF, we adopt a neural network to conduct data fusion to improve
network performance. First, we partition the whole sensor fields into several subdomains by virtual grids. Then cluster
heads are selected according to the score of nodes and data fusion is conducted in CHs using a pretrained neural net-
work. Finally, a mobile agent is adopted to gather information along a predefined path. Plenty of experiments are con-
ducted to demonstrate that our schema can efficiently conserve energy and enhance the lifetime of the network.
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Introduction

Rapid development of the microelectronic technology
and embedding technology has resulted in the wide-
spread use of wireless sensor networks (WSNs).1 WSN
has the features of self-organizing, convenient deploy-
ment, and environment friendly, so it is applied in
extensive fields such as industrial manufacturing,2 envi-
ronment detection,3 smart healthcare,4–6 and smart
home.7,8 With the increasing scale of network size and
improving measurement accuracy, the volume of data
presents an explosive growth. Due to the restricted
energy of sensors, the traditional routing method can-
not satisfy the demand of the latest applications and
much attention has been paid to data fusion for better
performance of WSNs.

1Hunan Provincial Key Laboratory of Intelligent Processing of Big Data on

Transportation, School of Computer and Communication Engineering,

Changsha University of Science and Technology, Changsha, China
2School of Information Science and Engineering, Fujian University of

Technology, Fujian, China
3College of Information Engineering, Yangzhou University, Yangzhou,

China
4School of Computing Science and Engineering, Vellore Institute of

Technology (VIT), Vellore, India
5Business Administration Research Institute, Sungshin Women’s

University, Seoul, South Korea

Corresponding author:

Hye-Jin Kim, Business Administration Research Institute, Sungshin

Women’s University, Seoul 02844, South Korea.

Email: hye-jinkim@hotmail.com

Creative Commons CC BY: This article is distributed under the terms of the Creative Commons Attribution 4.0 License

(http://www.creativecommons.org/licenses/by/4.0/) which permits any use, reproduction and distribution of the work without

further permission provided the original work is attributed as specified on the SAGE and Open Access pages (https://us.sagepub.com/en-us/nam/

open-access-at-sage).

https://doi.org/10.1177/1550147719839581
http://journals.sagepub.com/home/dsn
http://crossmark.crossref.org/dialog/?doi=10.1177%2F1550147719839581&domain=pdf&date_stamp=2019-03-27


Traditional data fusion technology brings the fol-
lowing merits for different structures of WSNs.9 First,
data fusion is beneficial for enhancing sensor data
accuracy. Due to the harsh environment where the sen-
sor nodes are deployed, they are easily destroyed and
result in accuracy loss. Data fusion combines data from
different sensors to have a comprehensive estimation to
increase accuracy. Second, it can accelerate the trans-
mission process in the network. In a hierarchical topol-
ogy network, cluster heads (CHs) take responsibility to
gather their members’ data and this one-to-many struc-
ture creates collision easily. Once collision occurs, the
data must be retransmitted from the source node. Data
fusion decreases the possibility of collision by means of
reducing redundant data from the sensor with close
location. Third, it preserves energy for the network.
The energy used for data transmission is about 1000
times the energy used for computation so that it is
energy efficient to conduct data compression before
transmission.

Data fusion can be divided into three forms basi-
cally: distributed fusion, centralized fusion, and hybrid
fusion.10 As shown in Figure 1(a), distributed fusion is
conducted in nodes such as CHs and then the fused
data are transmitted to the sink node. It can minimize
the amount of data to be transmitted. However, it
requires the fusion nodes to have a certain ability of
data processing. Centralized fusion is described as
shown in Figure 1(b). The fusion process is conducted
in the sink node after gathering all nodes’ information
to achieve a more precise result. The hybrid fusion
combines the advantage of the previous two forms.
With the same time, the difficulty of hybrid fusion is
much higher. The current research has the following
gaps which demand prompt solution: first, many rout-
ing protocols mention the data fusion technology; how-
ever, a few of them present the specific method for data
fusion. Then, sensors are troubled with constrained

energy and computational ability, and it is difficult to
apply the tradition data fusion method in WSNs.

The emerging artificial intelligence provides a novel
solution for data fusion and gives the sensors wisdom
to handle complex data. In this article, we use a neural
network to help set up a WSN with distributed data
fusion. We first divided the sensor field into several
equal squares and each square selects a CH on the basis
of nodes’ score (as is discussed in section ‘‘CH selec-
tion’’). Then the cluster members transmit data to the
corresponding CH directly or using relay nodes. Data
fusion is conducted in each CH using a pretrained
neural network when the CH receives all its members’
data. Finally, the fused data are sent to the sink node.
This work provides the following contributions:

� We present a hierarchical routing protocol using
the virtual grid method.

� A neural network is trained for data fusion to fil-
ter the redundant data and achieve the object of
energy efficiency.

� A mobile sink is adopted to handle the problem
of unbalanced energy of different regions.

� Extensive simulations are conducted to prove
that the proposed algorithm outperforms the
other similar works.

The rest of the article is organized as follows. Section
‘‘Related work’’ describes some latest research achieve-
ments about data fusion in a WSN. Some models
adopted in this article are introduced in detail in section
‘‘The system model.’’ Section ‘‘Our proposed algo-
rithm’’ presents the specific algorithm of IDGS-DF.
Section ‘‘Performance evaluation’’ presents the simula-
tion and analyzes the results. Section ‘‘Discussion’’ pro-
vides some reasonable discussion as well as proposes
some future work and section ‘‘Conclusion’’ concludes
this article.

Figure 1. Different schemas of data fusion: (a) distributed data fusion and (b) centralized data fusion.
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Related work

Much attention has been paid to energy-efficient rout-
ing protocol design during the past few years.11–17 Due
to the primary mission of data transmission, energy
conservation in WSNs can be achieved in two aspects:
energy saving during data transmission and redundant
data filtration. Topology control is one of the signifi-
cant methods for energy saving during data transmis-
sion. Much work has been focused on it and achieved
great results.

In Heinzelman et al.,13 a hierarchical routing schema
called low-energy adaptive clustering hierarchy
(LEACH) is presented. In LEACH, the idea of hierar-
chy is first proposed which has a profound impact on
routing protocol design. CHs are selected randomly
and each node can be selected as CH only once over a
period of time. The advantage of LEACH is that it
avoids unnecessary transmission and long-distance
communication and makes distributed data fusion eas-
ier. However, the defect for the uneven distribution of
CHs and clusters is obvious. Based on LEACH, many
variations such as Gnanambigai et al.14 and Kaur and
Grover15 have been proposed to make up for the draw-
backs of LEACH.

Many studies adopt the metaheuristic algorithm for
better routing topology construction. In Wang et al.,18

the particle swarm optimization (PSO) algorithm is
adopted for clustering. The whole sensor field is divided
into subareas using straight lines repeatedly and each
straight line is represented by a tuple. The straight line
is adjusted continually to achieve a better fitness func-
tion value. Kuila and Jana19 adopt the PSO algorithm
for better gateway selection. Two different types of sen-
sors are deployed in the target field: ordinary nodes and
gateways. Each particle represents a whole solution for
gateway routing. Azharuddin and Jana20 improve the
algorithm proposed in Kuila and Jana19 and pay more
attention to energy balancing. Wang et al.21 the adopt
ant colony optimization (ACO) algorithm to schedule
the moving path of the mobile sink. The problem of
designing the mobile agent moving path is transformed
into traveling salesman problem (TSP) and ACO is
used for shortest path searching. Wang et al.22 pro-
posed an algorithm called variable dimension particle
swarm optimization (VD-PSO). In VD-PSO, each par-
ticle has variable dimensions according to the number
of CHs and it presents a novel method for local and
global optimal solution updating.

For the purpose of settling the problem of unba-
lanced energy consumption between sensors, many
researchers adopt unequal clustering in their work. Li
et al.23 proposed an algorithm called energy-efficient
unequal clustering (EEUC). In EEUC, the CHs are
selected by competition and the competition radius is
in proportion to the source nodes’ distance to the sink.

Energy-based cluster head selection unequal clustering
algorithm with dual sink (ECH-DUAL)24 is an
improved version compared to EEUC. During the ten-
tative CH selection, the residual energy, node ID, and
trust value are considered and the final CHs are
selected according to competition radius, degree of
node, and hop count. Yang et al.25 present an unequal
clustering algorithm with different energy levels (UCR-
H). In UCR-H, the optimal number of units is calcu-
lated using linear programming and the cluster size in
each unit is determined by the nodes’ energy level and
number of clusters. In addition, many studies introduce
the mobile agent for data gathering to handle the prob-
lem of unbalanced energy consumption. Wang et al.26

divide the circular sensor field into fan-shaped areas
and the mobile agent travels with a predefined trajec-
tory. In each fan-shaped area, CH is elected according
to the residual energy and inter-cluster routing is estab-
lished using the greedy algorithm. Wang et al.27 use
mobile nodes to patch the coverage holes for better net-
work performance.

In many applications, too much data generation has
caused the heavy burden of data transmission so that
data fusion gradually becomes a necessary part for
WSNs’ routing design to reduce redundant data. Alam
et al.28 conduct an overview of multi-domain data
fusion. According to the data type and target, they clas-
sify data fusion into three categories: different phase
fusion, feature-level fusion, and semantic-level fusion.

Yadav et al.29 presented a new schema for data gath-
ering called tree-based fusion technique (TBFT). In
TBFT, the data fusion technology is introduced to fil-
ter the redundant data for decreasing energy consump-
tion. A tree structure topology is constructed for data
transmission and the schema adopts the fusion center
residing in each root node. The TBFT schema allows
the parent nodes to have a flexible fusion ratio accord-
ing to the depth of the current node. The simulation
results demonstrate the presented schema outperforms
the classic LEACH algorithm.

Yue and Jiang et al. first analyze the disadvantages
of the current technology with data aggregation in
Internet of Things and then present a data aggregation
collection in wireless mobile mesh networks (DAC-
WMMN) algorithm in Yue et al.30 The authors classify
the conflict in data fusion under two categories: intra-
tree conflict and inter-tree conflict. Intra-tree conflict
means that the parent node cannot communicate with
multiple child nodes at the same time and inter-tree
conflict means that, when two nodes are transmitting
data, they could be influenced by the other nodes within
the transmission range. There are two main steps in
DAC-WMMN: first, a mobile agent moving path is
established according to Create-MRT algorithm and
then the data aggregation scheduling for mobile routing
tree (DAS-MRT) algorithm is introduced to optimize
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the collision of transmission. Most of the simulation
results illustrate that the presented algorithm has excel-
lent performance in terms of validity, latency, and
effectiveness.

Baloch et al.31 present a novel data aggregation
method using contextual information in the area of
smart health. The process of data aggregation contains
contextual information gathering, environmental model
formation, and inference. During the contextual infor-
mation gathering phase, ordinary data can be collected
using a series of wearable sensing equipment. The envi-
ronment model forming phase handles the situation
and relation information. The inference phase com-
bines all the features to give an inference.

The system model

The network model

We divide the whole sensor field into several squares
and each square represents a subdomain of the sensor
field. We randomly deploy N sensor nodes in the target
area and the subdomains are denoted as {A1, A2, A3,
..., An}, as shown in Figure 2. Each subdomain selects
a CH in accordance with the nodes’ score mentioned in
section ‘‘Our proposed algorithm.’’ CH is in charge of

gathering its members’ packages and conducts data
fusion.

In order to ensure that nodes in every subdomain
can communicate with each other, the size of each
square L should be calculated using the following
formula

L=

ffiffiffi
2
p

2
R ð1Þ

where R is the communication radius.
We make the following assumption to conduct the

experiments conveniently:

� Sensor nodes almost remain static after being
deployed and have their own position knowledge
by means of the equipped GPS.

� The energy of nodes is restricted and their bat-
teries cannot be changed.

� Each node owns adequate computational ability
to conduct data fusion.

� The energy of mobile sink is unconstrained and
it can move freely in the sensor field for data
gathering.

The energy model

We introduce the energy model presented by Arjunan
and Sujatha32 and just consider the energy consumption
used in data transmission and data fusion. Figure 3 pre-
sents the energy consumption during the process of
wireless communication. The transmission consump-
tion ETx is calculated by two different equations accord-
ing to a threshold transmission distance d0, as shown in
formula (2)

ETx(k, d)=
kEelec + kefsd

2, d\d0

kEelec + kempd4, d ø d0

�
ð2Þ

where k denotes the length of the data package, d

denotes the transmission distance, Eelec represents the
energy consumption consumed by the transmission and
receiving unit, and efs and emp represent the amplifica-
tion coefficient for the free space model and the multi-
path fading model, respectively. The threshold

Figure 2. The network model.

Figure 3. The energy model.
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transmission distance d0 can be calculated using for-
mula (3)

d0 =

ffiffiffiffiffiffiffi
efs

emp

r
ð3Þ

The reception consumption ERx represents the energy
reception circuit used and it can be calculated using for-
mula (4)

ERx = kEelec ð4Þ

Our proposed algorithm

CH selection

There are several factors influencing the selection of
CHs. We analyze each factor and combine them to give
a comprehensive score for each node. Nodes with the
highest score will be selected as the CH.

Residual energy ratio. The residual energy is a significant
criterion for CH selection. Due to the role the CHs
play, CHs need to collect their members’ data, thus
consuming much more energy. The possibility of being
selected as CHs is determined by the residual energy
ratio. The residual energy ratio Res energy ratio can be
calculated as

Res energy ratio(i)=
Ecurrent

Einit

ð5Þ

Total neighbor distance. According to the free space
model, the energy consumption during transmission is
in proportion to the square of transmission distance.
The total neighbor distance describes the distance from
its neighbor. Nodes with less total neighbor distance
are more likely to be selected as CHs. The total neigh-
bor distance Total nei dis can be calculated as

Total nei dis(i)=
X
j2A

dis(i, j)2 ð6Þ

The score of each node in the subarea can be calcu-
lated using formula (7). Then each subarea selects the
node with the highest score as CH

Score(i)=
Res energy ratio(i)

Total nei dis(i)
ð7Þ

Data fusion processing

Neural networks are inspired by neurons in the human
brain and it is an abstract model of our nervous system.
Neural networks are not restricted to the rigorous ratio-
cinative method and refined calculation and bring up a
new methodology for data fusion. The basic unit of a
neural network is neuron and the structure of neuron is
shown in Figure 4.

Each neuron receives the input information of other
n neurons from the prior layer and then the result of
weighted summation is transformed by the activation
function. The work process of a neuron can be shown
using formulas (8) and (9)

z=
Xn

i= 1

xiwi + b ð8Þ

y=s(z) ð9Þ

Considering the ability of computation, we only
construct a four-layer neural network for data fusion.
The neural network structure is described as shown in
Figure 5.

The activation of the first three layers is a ReLu
function because it has a steep slope and accelerates the
learning of the network. The activation of the output
layer is a logistic function to make an inference.

We first initialize the weight of each neuron using a
method proposed in He et al.33 We use the following
equation to initialize the weight of the network

Figure 4. The neuron model.
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w½l�= rand w½l� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2

layers dim s½l�1�

s
ð10Þ

where l denotes the lth layer and rand w½l� denotes the
weight metric of lth layer generated randomly.

Then the network uses the forwarding propagation
algorithm to calculate the output of each layer until the
last layer. We use cross-entropy loss as our loss func-
tion to estimate the performance of our model after the
output layer. The loss function is shown as follows

loss=
X

i

(yi � log (y predicti)

+ (1� yi) log (1� y predicti))

ð11Þ

where yi is the real label value and y predicti is the pre-
diction of the model outputs.

With that, a backpropagation algorithm is adopted
to achieve the gradient of each layer according to the
error of each layer. Finally, the weight of each layer will
be updated according to the gradient and we use for-
mula (12) to update the weight

w=w� a
∂J (w)

∂w
, b= b� a

∂J (b)

∂b
ð12Þ

where a denotes the learning rate and J denotes the cost
function.

We apply our proposed algorithm in forest fire pre-
diction.34 The input of the neural network is the sensor
data that the sensors detect and the output is the possi-
bility that forest fire breaks out. When the possibility
exceeds a threshold value, the data will be transmitted
to the sink for further estimation. We use the fire data
of the Montesinho Natural Park downloaded from the
website to train the neural network. The data contain
features like date, humidity, temperature, wind speed,

and the amount of precipitation. Once a CH node is
selected, it will design a time-division multiple access
(TDMA) schedule and inform its members. The CH
node in each subarea introduces the pretrained neural
network to estimate the possibility of forest fire break-
ing out with the detected data.

Sink mobility strategy

Sink mobility technology is adopted to handle the
problem of hot spots and balance the energy of differ-
ent regions to enhance the lifetime of the network. We
first define the agent node as a substitute of the mobile
agent because when the mobile agent keeps moving, it
owns a high package loss rate and needs to broadcast
its location in real time. The CH in the current subdo-
main of mobile agent plays the role of the agent node.
The mobile agent moves toward a predefined path as
shown in Figure 6. When the mobile agent moves into
a subdomain, it will broadcast a location message that
contains the subdomain ID. Each CH employs the
greedy algorithm to transmit its data to a neighbor CH
which is closer to the agent node and the agent node
communicates with the mobile agent immediately. The
mobile agent will backtrack when it moves to the last
subdomain.

Performance evaluation

Neural network training

We employ MATLAB as our simulator to analyze the
performance of our presented schema. We first train
the neural network that we designed for data fusion.
There are several hyper-parameters in the training pro-
cess and different combinations of hyper-parameters
may lead to an entirely different performance of the
neural network. By means of numerous simulations,

Figure 5. Neural network structure.

Figure 6. Sink moving trajectory.
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when the neural network achieves the best performance,
the hyper-parameters are listed in Table 1.

Cost value describes the error of prediction that the
neural network outputs. The cost of the training pro-
cess is shown in Figure 7. We can clearly see that, when
the algorithm iterates about 1500 times, the cost value
tends to converge.

Network performance evaluation

We randomly deploy 300 sensor nodes in a 500 3 500

area, and the initial energy of each node is 0.5 J. Some
relevant parameters adopted in the network are listed
in Table 2.

We analyze the network performance mainly in two
aspects: average energy consumption and network life-
time compared to the classic LEACH algorithm and
TBFT. In order to show the contribution of perfor-
mance by the data fusion process, we also compare our
proposed algorithm introducing data fusion with no
data fusion. Figure 8 illustrates the energy consump-
tion of different schemas. Our proposed algorithm
obviously outperforms LEACH in terms of energy con-
sumption because data fusion filtrates the redundant
sensor data and decreases the energy consumption in

transmission. In addition, our presented algorithm con-
sumes less energy compared to TBFT because of the
high-efficiency data fusion method. Without data
fusion, our presented schema still has an excellent per-
formance due to the even distribution of CHs to avoid
long-distance communication compared to LEACH.

Figure 9 demonstrates the changes of living nodes
along with the rounds increasing under different sche-
mas. Each point in the picture denotes the number of
live nodes after a complete round and the slope of each
line denotes the node death rate. Once there are dead
nodes in our system, the accuracy of data fusion in the
subarea will make a big difference. Therefore, the first
node death is a significant evaluation index of network
performance. During the initial stage of the network,
the death rates in different schemas are almost the same
due to the abundant node energy. With increasing
rounds, nodes begin to die in LEACH at about 200
rounds, whereas the rounds of the first node death in
our proposed algorithm are 300 and 600, respectively.
Clusters in LEACH are uneven such that one cluster
may contain excess nodes and result in CH’s death.

Table 1. Neural network parameters.

Parameter name Value

Learning rate 0.001
Number of layers 4
Hidden unit in the second layer 50
Hidden unit in the third layer 20
Unit in the output layer 1
Minimum batch size 16

Figure 7. Cost value in the training process.

Table 2. Simulation parameters.

Parameter name Value

Network size (R) 5003500 m2

Number of nodes (N) 300
Initial energy (E0) 0.5 J
Energy consumption on circuit (Eelec) 50 nJ/bit
Free space channel parameter (efs) 10 pJ=bit=m2

Multi-path channel parameter (emp) 0:0013 pJ=bit=m4

Distance threshold (d0)
ffiffiffiffiffiffiffiffiffiffiffiffiffi
efs=emp

p
m

Packet length (l) 1000 bits
Data fusion energy 0:003 pJ=bit
Possibility threshold 0.5

Figure 8. Comparison of energy consumption.
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Our proposed algorithm adopts virtual grids to divide
clusters evenly so that the round of the first node death
is postponed. Mobile sink also balances the energy con-
sumption of different subareas. Data fusion reduces
redundant data and further enhances the network life-
time. Therefore, our presented algorithm is superior to
TBFT from the aspect of network lifetime.

Discussion

The explosive increase of data volume has accelerated
the development of data fusion technology. There are
many methods to achieve the goal of data fusion such
as direct concatenation, deep neural network (DNN)-
based data fusion, and multi-view-based data fusion. It
is difficult to estimate which method is best for data
fusion because of the different application scopes of
different methods. DNN has an excellent performance,
especially when the amount of input data is very huge.
However, the training process of DNN is much diffi-
cult using backpropagation because of the large struc-
ture of the network.

There are several evaluation indexes for the network
lifetime such as first node death, death of half the
nodes, and death of all nodes. When the first node dies
because of energy depletion, the performance of the
network decreases rapidly because the network connec-
tivity is reduced and coverage hole may emerge.
Therefore, energy balancing of nodes plays a significant
role in topology control. The uneven energy distribu-
tion in clusters can be solved by CH’s rotation and the
uneven energy distribution between clusters can be
addressed by mobile data gathering.

The main limitation of our proposed IDGS-DF
algorithm is that the training process of a neural net-
work needs to be supported by the great computational

ability. Although sensors do not need to train the net-
work, the execution of a neural network still consumes
lots of energy. Another drawback is that once the types
of sensor data change, the neural network needs to be
retrained to fit the data which means that the network
owns poor portability. Our future work mainly focuses
on the following: first, we hope to simplify the construc-
tion of the adopted neural network to decrease the
amount of computation; second, we wish to try to apply
more machine learning models in data fusion; third, the
traveling path of the mobile agent needs to be further
optimized.

Conclusion

In this article, a distributed routing schema with data
fusion using neural networks is proposed for WSNs.
With the aim of decreasing the energy consumption and
enhancing the network lifetime, we introduce a neural
network into our system for data fusion. We first divide
the whole network into several subdomains by virtual
grids. Then the CH in each subdomain conducts data
fusion using the pretrained neural network. We apply
our proposed algorithm in forest fire detection and the
outputs of the neural network that exceed the possibility
threshold will be transmitted to the sink nodes with ordi-
nary data. Moreover, the mobile agent is adopted to
move along a predefined path for data gathering and the
agent node is selected to mark the location of the mobile
agent. Extensive simulations are conducted to prove that
our proposed algorithm has better performance in terms
of energy consumption and network lifetime.

Author contributions

J.W. and H.-J.K. conceived and designed the experiments;
Y.G. and W.L. performed the experiments; A.K.S. analyzed
the data and helped to revise the paper; H.-J.K. advised on
the simulation settings; and J.W. wrote the paper.

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with
respect to the research, authorship, and/or publication of this
article.

Funding

The author(s) disclosed receipt of the following financial sup-
port for the research, authorship, and/or publication of this
article: This work was supported by the National Natural
Science Foundation of China (61772454, 61811530332,
61811540410).

ORCID iD

Jin Wang https://orcid.org/0000-0001-5473-8738

Figure 9. Comparison of network lifetime.

8 International Journal of Distributed Sensor Networks



References

1. Yick J, Mukherjee B and Ghosal D. Wireless sensor net-

work survey. Comput Netw 2008; 52(12): 2292–2330.
2. Akyildiz IF, Su W, Sankarasubramanian Y, et al. Wire-

less sensor networks: a survey. Comput Netw 2002; 38:

393–422.
3. Yang J, Zhang C, Li X, et al. Integration of wireless sen-

sor networks in environmental monitoring cyber infra-

structure. Wirel Netw 2010; 16(4): 1091–1108.
4. Wang X, Le D, Cheng H, et al. All-IP wireless sensor

networks for real-time patient monitoring. J Biomed

Inform 2002; 52: 406–417.
5. Wang J, Zhang Z, Li B, et al. An enhanced fall detection

system for elderly person monitoring using consumer

home networks. IEEE Trans Consum Electr 2014; 60(1):

23–29.
6. Suryadevara NK and Mukhopadhyay SC. Wireless sen-

sor network based home monitoring system for wellness

determination of elderly. IEEE Sens J 2012; 12(6):

1965–1972.
7. Dessart N, Fouchal H and Hune P. Distributed diagnosis

over wireless sensors networks. Concurr Comp Pract E

2010; 22(10): 1240–1251.
8. Pan MS, Yeh LW, Chen AY, et al. A WSN-based intelli-

gent light control system considering user activities and

profiles. IEEE Sens J 2008; 8(10): 1710–1721.
9. Jabbar S, Malik KR, Ahmad M, et al. A methodology

of real-time data fusion for localized big data analytics.

IEEE Access 2018; 6(99): 24510–24520.
10. Zheng Y. Methodologies for cross-domain data

fusion: an overview. IEEE Trans Big Data 2015; 1(1):

16–34.
11. Wang J, Gao Y, Yin X, et al. An enhanced PEGASIS

algorithm with mobile sink support for wireless sensor

networks. Wirel Commun Mob Com 2018; 2018: 9472075.
12. Tirkolaee E, Hosseinabadi A, Soltani M, et al. A hybrid

genetic algorithm for multi-trip green capacitated arc

routing problem in the scope of urban services. Sustain-

ability 2018; 10(5): 1366.
13. Heinzelman WR, Chandrakasan A and Balakrishnan H.

Energy-efficient communication protocol for wireless

microsensor networks. In: Hawaii international conference

on system sciences, Maui, HI, 7 January 2000, p.8020.

New York: IEEE.
14. Gnanambigai J, Rengarajan DN and Anbukkarasi K.

Leach and its descendant protocols: a survey. Int J Com-

mun Comput Technol 2014; 1(3): 15–21.
15. Kaur A and Grover A. LEACH and extended LEACH

protocols in wireless sensor network—a survey. Int

J Comput Appl 2015; 116(10): 1–5.
16. Tu Y, Lin Y, Wang J, et al. Semi-supervised learning with

generative adversarial networks on digital signal modula-

tion classification. Comput Mater Continua 2018; 55(2):

243–254.
17. Wang J, Ju C, Gao Y, et al. A PSO based energy efficient

coverage control algorithm for wireless sensor network.

Comput Mate Continua 2018; 56(3): 433–446.
18. Wang J, Cao Y, Li B, et al. Particle swarm optimization

based clustering algorithm with mobile sink for WSNs.

Future Gener Comp Syst 2016; 76: 452–457.

19. Kuila P and Jana PK. Energy efficient clustering and
routing algorithms for wireless sensor networks: particle
swarm optimization approach. Eng Appl Artif Intell 2014;
33(1): 127–140.

20. Azharuddin M and Jana PK. PSO-based approach for
energy-efficient and energy-balanced routing and cluster-
ing in wireless sensor networks. Soft Comput 2017;
21(22): 6825–6839.

21. Wang J, Cao J, Sherratt RS, et al. An improved ant colony
optimization-based approach with mobile sink for wireless

sensor networks. J Supercomput 2018; 74: 6633–6645.
22. Wang W, Shi H, Wu D, et al. VD-PSO: an efficient

mobile sink routing algorithm in wireless sensor net-

works. Peer Peer Netw Appl 2017; 10(3): 537–546.
23. Li NC, Ye NM, Chen NG, et al. An energy-efficient

unequal clustering mechanism for wireless sensor net-
works. In: International conference on mobile ad hoc and

sensor systems conference, Washington, DC, 7 November
2005, p.604. New York: IEEE.

24. AlagirisamyM and Chow CO. An energy based cluster head
selection unequal clustering algorithm with dual sink (ECH-
DUAL) for continuous monitoring applications in wireless
sensor networks. Cluster Comput 2018; 21: 91–103.

25. Yang L, Lu YZ, Zhong YC, et al. An unequal cluster-
based routing scheme for multi-level heterogeneous wire-
less sensor networks. Telecommun Syst 2018; 68: 11–26.

26. Wang J, Cao J, Ji S, et al. Energy efficient cluster-based
dynamic routes adjustment approach for wireless sensor
networks with mobile sinks. J Super Comput 2017; 73(7):
3277–3290.

27. Wang J, Ju C, Kim H, et al. A mobile assisted coverage
hole patching scheme based on particle swarm optimiza-
tion for WSNs. Cluster Comput. Epub ahead of print 27
December 2017. DOI: 10.1007/s10586-017-1586-9.

28. Alam F, Mehmood R, Katib I, et al. Data fusion and
IoT for smart ubiquitous environments: a survey. IEEE
Access 2017; 5(99): 9533–9554.

29. Yadav SGS and Chitra A. TBFT: an energy efficient
modelling of WSN using tree-based fusion technique.
Wirel Person Commun 2017; 97(4): 1217–1234.

30. Yue H, Jiang Q, Yin C, et al. Research on data aggrega-
tion and transmission planning with Internet of Things
technology in WSN multi-channel aware network. J

Supercomput. Epub ahead of print 29 August 2018. DOI:
10.1007/s11227-018-2565-5.

31. Baloch Z, Shaikh FK and Unar MA. A context-aware
data fusion approach for health-IoT. Int J Inform Tech-

nol 2018; 10(3): 241–245.
32. Arjunan S and Sujatha P. Lifetime maximization of wire-

less sensor network using fuzzy based unequal clustering
and ACO based routing hybrid protocol. Appl Intell

2018; 48: 2229–2246.
33. He K, Zhang X, Ren S, et al. Delving deep into rectifiers:

surpassing human-level performance on ImageNet classi-
fication. In: International conference on computer vision,
Santiago, Chile, 7–13 December 2015, pp.1026–1034.
New York: IEEE.

34. Zeng Y, Sreenan CJ, Sitanayah L, et al. An emergency-
adaptive routing scheme for wireless sensor networks for
building fire hazard monitoring. Sensors 2011; 11(3):
2899–2919.

Wang et al. 9




