
Abstract 
Objective: The objective of Image Fusion is to combine the relevant and essential information from several images into 
a single image, which is highly informative than any of the source images such that the resultant fused image will be 
more appropriate for human visual perception and for image processing tasks like segmentation, feature extraction and 
 object recognition. Methods: This paper presents the basic concepts, various types and levels of fusion, literature review 
of non-transform and transform based image fusion techniques from the perspective of their applications, advantages 
and limitations. Findings: The performance of existing image fusion methods along with various assessment metrics that 
 determine the quality of fused images are evaluated and theoretically analyzed. It is found that the computational com-
plexity is considerably reduced in Discrete Cosine Transformation based methods. Applications: Image Fusion has been 
effectively applied to many fields such as Remote Sensing, Military affairs, Machine Vision, Medical imaging, and so on
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1. Introduction
Image fusion is the integration of complementary 
 information present in multiple registered images into 
a single image with higher reliability of interpretation 
and quality of data. Image fusion combines multiple 
source images with the help of improved image process-
ing techniques. A single fusion methodology cannot 
be utilized for various applications. Based on the input 
data and the purpose, image fusion methods are classi-
fied as i) Multiview fusion, ii) Multitemporal fusion, iii) 
Multifocus fusion and iv) Multimodal fusion. Multiview 
fusion combines the images taken by a sensor from dif-
ferent view- points at the same time. Multiview fusion 
provides an image with higher resolution and also recov-
ers the 3d representation of a scene. Multimodal fusion 
refers the combination of images from different sensors 
and is often referred as multisensor fusion which is widely 
used in applications like Medical diagnosis, Security, 

Surveillance, etc. Multitemporal fusion integrates several 
images taken at various intervals to detect changes among 
them or to produce accurate images of objects.  

It is impossible for the optical lens to capture all the 
objects at various focal lengths. Multi focus image fusion 
integrates the images of various focal lengths from the 
imaging equipment into a single image of better quality. 
This fusion methodology is widely used in Visual Sensor 
Networks (VSN), which refers to a spatially distributed 
system with vast number of sensors installed at various 
locations for monitoring. Sensors are cameras, which 
records the video sequences or still images. In VSN, images 
are compressed before they are transmitted to other nodes, 
the large amount of data is acquired at each monitoring 
points, which drastically occupies the memory, so an exten-
sive research and study were required on image fusion. The 
objective of an image fusion technique is to effectively min-
imize the volume and maximize the quality and relevant 
information of a scene in terms of its application. The liter-
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ature shows that the image fusion rule is applied to digital 
images for various tasks as shown in table 1.

The importance of fusion is increasing because of 
 different image acquisition techniques17 which make the 
resultant image features enabling improved detection and 
localization of the target18. The paper mainly addresses 
the multifocus image fusion and organized as follows: in 
Section 2, the processing levels of fusion are described. 
Section 3 addresses the various non-transform and trans-
form based fusion methodologies adopted by various 
researchers. Section 4 describes different quality mea-
sures that are used to verify the performance of the fusion 
algorithm. Section 5 focuses the issues in various fusion 
techniques and Section 6 provides the conclusion.

2. Levels of Fusion
Image fusion is carried at three processing levels based on 
the stage in which the fusion needs to be performed. The dif-
ferent levels of fusion are pixel, feature and decision level19. 

The concept of different processing levels of fusion is 
illustrated in figure 1. The pixel level fusion takes place at 
the lowest level with the integration of measured physi-
cal parameters. In the feature level fusion, the features i.e. 
characteristics of the individual images are extracted and 
then a fusion rule is employed. Feature Fusion either uses 
the statistical approach or Artificial Neural Network for 
combining the extractions of individual source images. In 
decision approach, the individual images are processed 
for feature extraction and classification. The local deci-
sions are then made before the fusion rule is employed to 
form a resultant image. 

3. Image Fusion Techniques
The generic image fusion process involves four stages 
which includes spatial and temporal alignment, decision 

labeling and radiometric calibration20. The images to be 
fused are spatially aligned into a similar geometric base 
(image registration), which is a pre requisite for fusion 
without which the spatial information among the dif-
ferent input images cannot be associated. In some cases 
the images are then resampled and the gray levels are 
interpolated21. The temporal alignment is required when 
the input images are changing over time. Feature maps 
are then generated with the identified characteristics of 
all input images. Decision map is constructed once the 
pixels or feature maps are labeled based on the criteria. 
Semantic equivalence is done by linking different inputs 
to a common phenomenon22. 

The fusion methods are generally classified into 
spatial and frequency domain methods23,24. The spatial 
domain method works directly on the pixel gray level 
and color space of the input images and hence they are 
referred as single scale fusion methods or non-transform 
based fusion techniques. The frequency domain method 
decomposes the source images into sequence of images 
by mathematical transformation and employs the combi-
nation rules to obtain the fused coefficients. The inverse 
transformation is then employed to get the resultant fused 
image, hence this kind of fusion is referred as multi-scale 
fusion or transform based fusion. 

3.1 Non Transform based Fusion
Non-transform based fusion techniques fuse the images 
by directly computing on the pixel intensity values. The 
simplest pixel level fusion can be done based on the aver-
age or maximum or minimum of the pixel intensities 
of source images. The simplest spatial based averaging 

Table 1. Studies on various tasks of image fusion 
methodology 

Ref Task
[1] Image Sharpening

[2,3] Context Enhancement
 [4],[5] Improved classification 
[6–9] Stereo-viewing capabilities

[10–12] Change detection
[13,14] Object recognition and Retrieval

[15] 3D Scene reconstruction
[16] Emotion Recognition

Figure 1. Levels of Fusion.
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widely used in various image compression applications34 
such as still image JPEG, Motion JPEG, H263 video and 
MPEG35. For JPEG standard images in VSN, the appli-
cation of Spatial Frequency (SF) or Averaging (Avg) or 
Variance or Consistency Verification (CV) or any com-
bination of these in DCT domain is outstanding in 
terms of visual perception and the qualitative parameters 
compared to the conventional DCT, DWT and NSCT. 
Researchers proposed different fusion techniques whose 
performance is comparatively better than some of the 
techniques, which are listed in table 3. 

Liquiang et al.43 proposed a method integrating the 
quaternion with traditional curvelet transformation to 
address the blurring of an image. Zang et al.44 proposed 
the Multi resolution Analysis based Intensity Modulation 
method for high resolution fused image.

method results in undesirable side effects like reduced con-
trast25 and features are superimposed like  photographic 
double exposure effect26. The pixel averaging approach is 
good at eliminating the Gaussian noise at the cost of com-
promising the contrast information. The maximum pixel 
intensity approach produces the image with full contrast 
but results in sensor noise27.

Some of the spatial based methods like Brovey 
Transform, Intensity Hue Saturation, Principal 
Component Analysis28 suffer from spectral distortion 
whereas the methods such as High Pass Modulation and 
High Pass Filtering produces less spectral distortion. The 
performance of non-transform based fusion technique 
proposed by various researchers is better when compared 
to some of the transform based fusion techniques, and 
the list is shown in Table 2. Shutao Li et al.29 suggested 
a method which fuses the images of diverse focuses by 
decomposing them into several blocks and then integrat-
ing them by the use of spatial frequency. 

Table 2. Studies on Non- Transform based fusion 
techniques 

Ref Proposed Technique Techniques Compared 

[29] Spatial Frequency (SF) + 
Threshold

Wavelet: Db4, Db 10, Sym 
8, Bior 3.5

[30] Avg + Segmentation by 
Normalized cuts + SF

Discrete Wavelet 
Transform

[31] Spatial Frequency +
Genetic Algorithm

Haar Wavelet,
Morphological Wavelet

[32] Sparse representation + 
Choose Max

Spatial Gradient, Wavelet 
Transform, Curvelet 

Transform, 
Non Sub Sampled 

Contourlet Transform

[33] Modified Pulse Coupled 
Neural Network

Conventional Pulse 
Coupled Neural Network

Table 3. Studies on Transform based fusion 
techniques

Ref Proposed Technique Techniques Compared

[36] DCT + Contrast,
DCT + Average WT

[37] DCT + Variance,
DCT + Variance + CV 

DCT + Avg, 
DCT+ Contrast, 
DWT, SIDWT 

[38] DCT + AC_Max + CV

DCT + Avg, 
DCT + Variance,

DCT + Variance + CV,  
DWT, SIDWT (Haar)

[39] DCT + SF

DCT + Avg, 
DCT + Contrast, 
DCT + Variance, 

DCT + Variance + CV, 
DWT

[40]

DWT + Adaptive Local 
Energy Metrics + Fast 
Continuous Linearized 
Augmented Lagrangian 

Method

Maximum Selection, 
SWV, SDWV, EMWV

[41] Segmentation + DWT WT
[42] NSCT DWT

3.2 Transform based Fusion
Transform based fusion technique applies mathematical 
transformation on images before a fusion rule is employed. 
There are various transform based techniques such as 
Discrete Cosine Transformation (DCT), Discrete Wavelet 
Transformation (DWT), Shift Invariant Discrete Wavelet 
Transform (SIDWT), Contourlet Transform (CT), Non-
Subsampled Contourlet Transform (NSCT), Standard 
Deviation Weighted Average (SDWV), Simple Weighted 
Average (SWV), Entropy Metrics Weighted Average 
(EMWV) and so on. Discrete Cosine Transformation is 

4. Fusion Metrics
The performance of the fused image can be accessed by 
the objective evaluation of the metrics based on reference 
and non-reference images45. RMSE (Root Mean Squared 
Error), SSIM (Structured Similarity Index Measure), 
PSNR (Peak Signal to Noise Ratio), Petrovic, SF (Spatial 
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where QAF and QBF are calculated from the edge values 
and WA and WB are the weight factors. The value may lie 
between 0 & 1, where the value 0 implies the complete loss 
of information and 1 refers the ideal fusion. Performance 
of various techniques based on Petrovic values of test 
image “Pepsi” is shown in Table 4.
4.4 Structural Similarity Index Measure (SSIM) 55 mea-
sures the structural resemblance between two images and 
this reference metric considers image degradation as a 
modification in structural information.

where µ A , µ B refers the mean, σAB refers the cross co-vari-
ance and c1, c2 are constants.
4.5 Spatial Frequency (SF) finds the clarity of the resultant 
fused image with the edge information computed using 
the row and column frequency. Higher Spatial Frequency 
indicates the higher clarity of the image.

Frequency), MG (Mean Gradient), LMI (Localized 
Mutual Information), FMI (Feature Mutual Information), 
Correlation Coefficient (CORR) and Piella are some of 
the metrics used by the researchers to evaluate the quality 
of the fused image for the source images taken from the 
image dataset46-49

4.1 Root Mean Squared Error50,51 is used to find the 
 dissimilarity between the reference image and the fused 
image. Low RMSE values indicate that the test image is 
close to the reference image. 

4.2 Peak Signal to Noise Ratio measures the quality and 
the value will be high if the fused image is more identical 
to the reference image. 

where MSE refers the Mean Squared Error and r is the peak 
value of the reference image. The metrics MSE and PSNR are 
used to measure the perceived errors of the fused image.

4.3 Petrovic (QAB/F)52,53 metric is a pixel wise measure of 
information preservation in the resultant image(F) from 
the source images (A, B).

Table 4. Performance report of the various techniques on test image “Pepsi”

Ref Technique Used Petrovic (QAB/F)

[30] Avg + Segmentation + SF 0.7593

[32] Sparse representation + 
Choose Max 0.7660

[37] DCT + Variance 0.7700

[54] RPCA 0.7600

[38] DCT+AC_Max +CV 0.7800
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Table 5. Mutual Information metric values of various techniques on test image “Clock”

Ref Technique Used MI

[61] NSCT + Focused Area Detection 8.65

[54] RPCA 8.57

[38] DCT + Max AC + CV 9.04

4.6 Piella (Qw
t)

 56 metric finds the quantity of information 
captured from the input images to the fused image.

where Q0 refers the Wang-Bovik image quality index57 
and λ(wt) represents the local weight referring the relative 
importance of the source image A compared to B.

4.7 Mean Gradient (MG)58 estimates the edge details of 
the resultant image. Higher values denote the maximum 
preservation of edge details in the fused image. LMI59 and 
FMI60 metrics calculates the amount of mutual information 
between the resultant fused image and the source images. 
These values are computed by the application of normaliza-
tion of the joint and the marginal histogram of the source 

and resultant image. Performance of various techniques 
based on Mutual Information (MI) is shown in table 5. 
CORR is used to find the degree of correlation between the 
standard reference image and the fused image.

W. Huang et al.62 suggested a focus measure on the 
basis of Sum-Modified-Laplacian (SML) method which 
differentiates the focused from defocused image blocks. 
To access the quality of multi-exposure multi-focus 
images, Rania Hassen et al. proposed FQI (Fusion Quality 
Index) based on three key factors i) Preserving Contrast, 
ii) Preserving Structure and iii) Sharpness63. 

5. Discussion
The selection of a fusion technique and the level of fusion 
is application dependent. Feature and decision level fusion 

Table 6. Advantages and Limitations of different fusion methodology
Method / Ref Advantages Limitations

Spatial based method Simple Reduced Contrast

Block based method[65] Improves the convergence between pixels Block effect due to difficulty in finding sub 
block size 

Evolution algorithm[66] and quad tree 
structure Determines the Sub block size Inaccurate in finding sub block size

Bilateral gradient based method [67] & 
Artificial Neural Network[68]

Improves the accuracy in finding the size 
of sub blocks

Unable to completely eliminate “block 
effect” for the sub-blocks which has clear 
and blurred area.

Wavelet Packet[69] & Frame Transform[70] Overcomes the problem of Single Scale 
based transform methods

Ineffective representation of plane as well 
as line singularities of images. 
Inaccurate representation of image edge 
directions

Contourlet Transform[71]
Overcomes the limitations of wavelet 
transform and provides an asymptotic 
optimal representation of contours

Lacking of shift invariance and presence of 
pseudo Gibbs phenomena

Non Subsampled Contourlet Transform[72] Retains shift invariance and effectually 
suppresses Pseudo Gibbs phenomena Time Consuming

Transformation with Sparse 
representation[32]

Excellent Performance on both clean and 
noisy images Time consuming and Complicated



Analysis of Image Fusion Techniques based on Quality Assessment Metrics 

Indian Journal of Science and Technology6 Vol 9 (31) | August 2016 | www.indjst.org

schemes are employed for applications like emotion recog-
nition, pattern classification64, gaming environment, etc. 

In general, many of the spatial based methods are time 
consuming and inappropriate for any real time applica-
tion. The block-based method improves the convergence 
across pixels in the resultant image; it degrades the image 
quality due to the presence of block effect. If the source 
images are not registered well, the Spatial Gradient 
method, which is based on single pixel, leads to artifacts 
in the resultant fused image. Various fusion methodology 
adopted by various researchers is illustrated in table 6.

The popular multi-scale transform techniques such 
as DWT, SIDWT, NSCT are time consuming and com-
plex, hence they cannot be used in an environment like 
resource constrained VSN. The usage of various methods 
in DCT domain considerably reduces the computational 
complexity and makes it easy to implement especially for 
multi-focused images. Limitation of the multi scale trans-
form based methods can be addressed and minimized by 
the integration of spatial and transform based methods. 
A Single image fusion metric cannot validate the perfor-
mance of fusion algorithm. Various metrics were studied 
and quality measures such as SSIM, PSNR, CORR and 
MSE are used for assessing the fusion when there are ref-
erence images, whereas the other metrics such as Petrovic, 
SF, MG, MI and FMI are used for non-reference images73. 

6. Conclusion
This paper has presented an overview of various image 
fusion techniques in non-transform and transform based 
fusion methods like Pixel Averaging, Select Minima or 
Maxima, Brovey, Principal Component Analysis, DCT, 
DWT, SIDWT, NSCT and various integrations with the 
objective of combining the several source images into 
a single image of better quality and information, which 
cannot be achieved otherwise. The analysis and usage of 
different fusion schemes are elaborated. The various per-
formance metrics, which are used to measure the quality 
of the fused image were reviewed and analyzed.
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