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Abstract: Nowadays, most of the research focuses on the distributed algorithm to form the clusters in wireless sensor networks,
in which the sensor nodes act autonomously to self-configure themselves with the help of the local information. However, the
issues in such distributed mechanisms are (i) how to assign the time division multiple access (TDMA) schedule to collect the
data from the cluster member (CM), (ii) how to distribute and balance the overall energy consumption of the cluster heads (CHs)
under the circumstance of node's mobility. To overcome these problems, a cluster switched data gathering protocol (CSDGP) is
proposed which ensures a uniform distribution of CHs by utilising a waiting time-based CH selection and an effective cluster
switch based TDMA scheduling mechanism. The salient feature observed in the proposed CSDGP is that the migrated node
has a chance to transmit the sensed data to the CH, whenever the CH has a free time slot. From the simulation results, it is
proved that CSDGP provides a good performance under three different scenarios in comparison with existing protocols in terms
of average energy consumption, average end-to-end delay, packet delivery ratio, and control overhead.

 Nomenclature
k size of data packets
B transmission bit rate
di, j distance between the sensor nodes
γ propagation speed (3 × 108 m/s)
r average packet arrival rate
Cld(t) total link delay of the cluster
Nm minimum number of sensor node is needed to cover the

entire sensing area
Ah area of the regular hexagon, i.e. coverage of sensor

node
An area of the targeted sensing region
Na number of deployed sensor node in the sensing area
ϖ ratio of the minimum number of sensors required to the

total number of sensor nodes deployed in the sensing
area

ζ(n) threshold value
r(n) random number
ψ index value of the current round
ϱ number of sensor nodes waiting to act as TCH
χ multiplication factor
ξACT normalised value of average connection time
ξNN normalised value of number of neighbour nodes
ξres normalised value of residual energy
Li, j(t) link delay between the two nodes
δQ(t) queuing delay
δT(t) transmission delay
δPr(t) processing delay
δP(t) propagation delay
MRA maximum number of attempts assigned for data

retransmission
MCM maximum number of member nodes in each cluster
ν1, ν2 speed of sensor nodes
θ1, and θ2 moving direction of the sensor nodes
Rm transmission range
Δti, j connection time between the sensor nodes
TLT(t) average life time of the cluster
N

^

TCH
number of TCH's neighbours

ηi maximum connection time with its members

Ec current residual energy of TCH
Em maximum energy of the sensor node at the time of the

deployment
Bwait(t) delay time of the final CH broadcasting message
tcf total duration for cluster formation
δr very small time frame (δr ≪ tcf)
θaoa angle of arrival of the transmitting signal
Tci(n) cost value
dCSi

distance between CH node i and SN
dCS j

distance between CH node j and SN
dSB distance between SN and BS
dCi, j

distance between CH node i and CH node j
dCB distance between CH and BS
dCBi

distance between CH node i and BS
dGBi

distance between GN node i and BS
dCBj

distance between CH node j and BS
dGBj

distance between GN node j and BS
Vc current velocity of the sensor node
Vm maximum velocity of the sensor node
Tcp(n) cost value
dl depth of the layer
ϵ energy consumption of amplifier
α amplification factor for multi-path or free space
Ee energy consumption of the radio electronics
k size of data packets
d distance between the nodes
ED

CM energy consumed by CM for transmitting and sensing
the data

NCH number of CH in each round
Ec

CM energy consumed by CM for transmitting and receiving
the control packets

Lc length of control packets
ET

CM total energy consumed by CM

Ec
SN energy consumed by the sensor nodes for exchanging

the node discovery message
Nnn number of neighbours of sensor node
NGN number of gateway nodes in each round
ED

GN energy consumed by GN for transmitting the data
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Ndp number of processed data packets
Ec

GN energy consumed by GN for transmitting and receiving
the control packets

ET
GN total energy consumed by the GN

ED
CH energy consumed by CH for data communication and

sensing the data
NCM number of CM in each cluster
Ec

CH energy consumed by CH for transmitting and receiving
the control packets

ET
CH total energy consumed by the CH

maxgen maximum number of iterations
ngen number of candidates

1 Introduction
In recent years, wireless sensor networks (WSNs) have attracted
the attention of the research community and the industrialists
towards its recent advancement in the fields such as micro-electro-
mechanical systems, embedded system, and wireless
communication. These technologies have facilitated the betterment
in the design of inexpensive sensor nodes with low power [1, 2].
However, there are some constraints on the sensor node such as
memory, battery energy, processing capability, communication
bandwidth, and so on [3–5].

In WSNs, numerous protocols have been evolved for many
applications like tracking of wildlife animal, rescue in a landslide,
earthquake, flooding, and so on. However, the replacement or
recharging of the battery from the man inaccessible area is not
possible. Therefore, the conservation of energy is an important task
in the battery operated WSNs. In mobility-based WSNs, the sensor
node often changes its position leading to link failure and makes
the network unstable [6]. In order to improve the scalability of the
networks, the clustering mechanism has been introduced in [7]
which divides the sensing area into smaller groups and each group
has one head node, called as cluster head (CH). In clustering
mechanism, there are two possible ways to select the CH including
centralised and distributed manner.

In the centralised CH selection scheme, the base station (BS)
acts as a main control centre of the networks to select the required
number of CHs and coordinate the data transmissions based on the
information such as location, residual energy, number of
neighbours, memory, and so on, gathered from the sensor nodes
(i.e. the BS requires the global knowledge of the networks).
However, the centralised scheme has a constraint in large-scale
sensor networks because of its inability to send the sensor node's
information to the BS due to its limitation in the transmission
range. In LEACH-C [7], the CH selection was performed by the
BS in a centralised manner, therefore, the sensor nodes sent its
information to the remote BS over a long distance in each and
every round causing high energy consumption and leads to the
early death of the sensor nodes. Muruganathan et al. [8] proposed a
BS controlled dynamic clustering protocol (BCDCP) to alleviate
the issue in LEACH-C by allowing only one CH forward the data
to the BS instead of all the CHs attempt to communicate with the
BS. And also, it reduces the probability of multiple CHs to come in
the same cluster. Thus, it ensures the uniform distribution of CHs.
Sabor et al. [9] proposed an adjustable range based immune
hierarchy clustering (ARBIC) protocol which determined a CH's
position based on the mobility, link connection time, and energy.
The BS reorganises clustering process whenever the residual
energy of the CH goes below the threshold value resulting in
reduced computation time. However, the clustering process takes
more computational time to find the best position of the CHs. And
also, it meets increased control overhead due to the CH requisitions
for sending the data from each cluster member (CM). And also, the
scalability of the network cannot be extendable due to the
clustering process which was controlled by the BS.

Hence, the researchers are focusing on the distributed scheme,
in which the sensor nodes autonomously organise the cluster and
select the CH based on the local information. The CHs in each
cluster act as a local controller to coordinate the CM and data
communication. Thus, it avoids direct communication with the BS

over a long distance. By this way, it conserves the battery energy
significantly. And also, each CH concurrently performs the
network operation and enhances the scalability. The benefits of
unequal clustering algorithm such as alleviating the hot spot
problem, reducing the traffic burden of the nodes nearer to the BS
were discussed in [10]. However, the presence of a large number of
nodes in the cluster shrinks the longevity of the WSNs due to the
overburdening of the CH and also causes high collision and
contentions in accessing the channel [11]. The issues of control
overhead and load balancing among the CHs were discussed in
[12]. In WSNs, most of the battery energy is wasted in the collision
and overhearing as mentioned in [13, 14]. Han et al. [15] addressed
the issue of high energy expenditure due to the redundant coverage
in the overlapped cluster formation. And also, the quality of service
was suffered due to the simultaneous data transmission [16, 17].

The most popular distributed algorithm in WSNs, called as low
energy adaptive clustering hierarchy (LEACH) was proposed in
[7], in which the probability value was considered for finding the
chance to become a CH. However, the low energy node is often
elected as a CH which leads to the non-uniform distribution of CH
and unbalanced workload than other nodes causing isolated nodes
and poor network lifetime. LEACH-Mobile (LEACH-M) presented
in [18] achieved successful packet delivery ratio by sending a
consecutive time division multiple access (TDMA) schedule. The
CM receives a data request message from the CH during its TDMA
schedule and it sends the data to its CH, otherwise, the CM will
know itself that it is leaving from its current cluster and it has to
search for a new CH by broadcasting a join request message.
Hybrid energy-efficient distributed clustering (HEED) was
proposed in [19] which utilised a joint strategy including the
communication cost and residual energy to select the CHs. It
avoids the multiple CHs to lie in the same CH transmission range
and ensures the uniform distribution of CHs throughout the
networks. But, a random setup in the initial consideration of the
number of CHs leads to the degradation in its performance. Malathi
et al. [20] proposed hybrid unequal clustering with layering
(HUCL), in which the CH candidates wait a random time before
broadcasting CH awareness message based on the residual energy,
distance to the BS, and the number of neighbour nodes. Thus, it
alleviates the hot spot problem nearer to the BS and balances the
traffic load among the sensor nodes. However, the utilisation of
compression technique increases the computational and time
complexity.

Energy-aware distributed dynamic Clustering Protocol using
Fuzzy logic (ECPF) was proposed in [21], in which the tentative
CHs (TCHs) were selected based on the delay time, i.e. inversely
proportional to the residual energy. Thus, it ensures the uniform
distribution of CHs and minimises the isolated nodes. However, the
cluster formation initiated by the BS based on the residual energy
of the CHs increases the complexity and limits the scalability of the
networks. Lee et al. [22] proposed a location-based unequal
clustering algorithm (LUCA), in which each node waited for a
random back-off time before broadcasting CH awareness message
to the neighbours. However, the low energy sensor nodes were
often elected as CH due to the random backup time resulting in
reduced network lifetime. Chao et al. proposed [23] energy
efficient clustering algorithm (EECA), in which the set of TCHs
was independently selected by using the residual energy and the
distance to its neighbour nodes. Then, it broadcasts CH candidate
awareness message to the neighbours and waits for some time to
select one with the highest residual energy among the CH
candidates to act as a final CH. And also, it utilised a data
aggregation technique to remove the redundant data packets, thus it
lessens the energy consumption. Energy-balancing unequal
clustering approach for gradient-based routing (EBCAG) was
presented in [24] which used a competition based CH selection
with respect to the residual energy and determined the cluster size
according to the hop count from the BS. Thus, it balances the
energy consumption. However, the BS utilised a flooding method
to divide the sensing area into the unequal size of clusters causing
extra communication overheads. Therefore, it is not suitable for
large-scale WSNs. Deng et al. [25] proposed mobility-based
clustering (MBC) protocol which primarily considered the node's
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residual energy and velocity to select the CH. In intra-cluster
communication, the CHs assign TDMA schedule to the member
nodes based on the connection time that enhances the network
stability. In order to increase the successful packet delivery rate, it
has a chance to receive the data from the migrated sensor node
whenever it has a free time slot. However, it severely affected due
to the isolated nodes causing non-uniform energy consumption and
diminishing lifespan of the networks. In [26], velocity energy-
efficient and link-aware cluster-tree (VELCT) considered the
node's residual energy, number of neighbour nodes, coverage
distance, and velocity for electing the CH. It separately organises
the data collection tree (DCT) in order to collect the data from CH
and enhance network stability. Due to the flooding-based DCT
construction leads to high control overhead, when the scale of the
network increases. And also, the received signal strength was
utilised to calculate the connection and coverage time which
evinces the unreliable link stability. A new routing strategy in
WSNs namely tap root based inter-cluster data collection
mechanism was introduced in [27]. Additionally, it provided a
reliable measurement of the connection time by using a magnetic
compass.

The main contributions of this paper are summarised as follows:

(i) A delay time based distributed CH selection method is
introduced to ensure the even distribution of workload and to avoid
the isolated node problem.
(ii) A cluster switched data gathering is presented to reduce the
contentions in MAC level and data retransmission.
(iii) Tree topology based inter-cluster data communication is
implemented to maintain the connectivity and stability of the
network topology by considering the node's energy, velocity, and
distance.
(iv) Representing a mathematical analysis to examine the energy
consumption, control overhead, and time complexity of the
proposed protocol.
(v) Conducting the simulation using NS-2 to analyse the
effectiveness of the proposed cluster switched data gathering
protocol (CSDGP) in comparison with ARBIC [9], VELCT [26],
MBC [25], and LEACH-M [18].

The rest of the paper is organised as follows. Section 2 presents
the problem statement. The design of CSDGP is described in
Section 3. In Section 4, the mathematical analysis of CSDGP is
performed. Analysis of simulation results is discussed in Section 5.
Finally, the conclusion is presented in Section 6.

2 Problem statement
Most of the clustering protocols focused to avoid the interference
within the cluster by using the TDMA schedule to the member
nodes and also allows simultaneous data transmission in the
neighbour clusters. But, these protocols do not bother about the
interference due to the signal coming from the neighbour clusters.
For example, the distributed clustering schemes in LEACH,
LEACH-M, MBC, VELCT, HEED, EECA, and HUCL cannot
attain the non-overlapped clusters. In this case, it involves high
data collision and energy dissipation due to the CM of the
neighbour clusters which may also utilise the same TDMA time
slot for transmitting the data to its CH. As shown in Fig. 1, due to
the overlapped cluster formation, the transmission power of the
interfering node (IN) is shared among the multiple CHs. If the IN
sends its collected data to the concerned CHs during its TDMA

schedule, then it may cause the data reception of neighbour CHs,
resulting in packet collision and loss. Another critical issue in the
cluster is an isolated node (i.e. the sensor nodes are uncovered by
the CH and live alone) which occurs due to the improper selection
of CHs. These uncovered nodes are continuously searching a CH
or directly communicating with the BS for transmitting the sensed
data, there by depleting its energy very quickly. This is because of
the LEACH, MBC, and VELCT protocols utilised only some
percentage of sensor nodes to act as a CH. But, these protocols
used a probabilistic method for selecting the CHs, if all the selected
CHs lie near the border of the sensing area causing non-uniform
distribution of CH. Therefore, the probabilistic selection with a
fixed number of CHs cannot ensure the link available to all the
regular sensor nodes, resulting in isolated nodes. Moreover, the
waiting time based CH selection performed in EBCAG, ECPF,
EECA, and HUCL meet the convergence issues. If all the deployed
sensor nodes participated in the CH selection competition makes
more complexity in achieving the optimum number of CHs. And
also, it increases the convergence delay and control overhead.
Table 1 shows the methodology applied and drawbacks for various
clustering protocols with the proposed CSDGP. The symbols used
in the proposed CSDGP are listed in Nomenclature section. 

3 CSDGP design
The operation of the CSDGP is divided into the rounds, as shown
in Fig. 2. Each round consists of the setup phase and the steady-
state phase. In the setup phase, it performs the cluster formation
through the TCH selection and the waiting time based final CH
awareness message broadcasting and also organises the tree
topology for inter-cluster communication. Scheduling the TDMA
slot and the duration of the data collection for each cluster is
performed based on its cluster switch state (CSS). Finally, the CH
collects the data from the CM which in turn transmits to the BS
through the established tree topology in the steady-state phase.

3.1 Preliminary considerations in node deployment

The network considered here comprises of (Na) number of sensor
nodes deployed over the targeted sensing area of M × Mm2. To
develop CSDGP, a few assumptions are made as follows:

(i) All the sensor nodes know their location and moving direction
in the sensing area.
(ii) All the CHs have a capability to transmit its signal upto two
hop distance.
(iii) All the sensor nodes know their x, y coordinate of the BS.
(iv) Sensor nodes can adjust their transmission power based on the
distance between them.
(v) The links are assumed to be symmetric.

The minimum number of sensor nodes (Nm) needed to cover the
entire sensing area is found by using the following equation:

Nm =
An

Ah
(1)

where Ah is the area of the regular hexagon, i.e. coverage of the
sensor node, An is the area of the targeted sensing region.

In (2), ϖ is denoted as the ratio of the minimum number of
sensors required to the total number of sensor nodes deployed in
the sensing area

ϖ =
Nm

Na
(2)

3.2 Setup phase

3.2.1 CH selection phase.: To overcome the issues found in the
literature, CSDGP is introduced which elects the CH in two steps:
(i) TCH election and (ii) a delay time based final CH selection.

Fig. 1  Overlapped cluster formation
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Initially, each sensor node broadcasts the HELLO message with
its location, moving direction and speed to the neighbours using
carrier sense multiple access and collision avoidance (CSMA/CA).
It is used to have an idea about the neighbour sensor nodes within
its transmission range. Therefore, the sensor nodes can determine
the connection time and number of neighbours. The CH selection
and cluster formation is described in Fig. 3. 

In each round, a set of normal nodes is selected as TCH in order
to ensure the uniform distribution of CHs to the entire networks. In
TCH selection phase, each sensor node calculates its threshold
value in order to get a chance to become a TCH based on (3) and
also generates a random number between [0, 1]. To avoid the low
energy sensor nodes selected as TCHs and to ensure the uniform
energy consumption of the sensor nodes, the residual energy of the
nodes is considered in (3). If the threshold value ζ(n) is greater
than the random number, then the sensor node identifies itself to
become a TCH.

The threshold value of TCH is expressed as

ζ(n) =

χ × ϖ

1 − χ × ϖ[ψ mod 1
χ × ϖ

]
×

Ec

Em
∀Na ∈ ϱ

0 otherwise

(3)

where ψ  is the index value of the current round, ϱ denotes the
number of sensor nodes waiting to act as TCH, Ec is the current
residual energy, Em is the maximum energy of the sensor node at
the time of the deployment, χ is a multiplication factor which
depends on the requirement of applications, node coverage, sensing
area, and node density, that is, its range is
1 ≤ χ ≤ (Node density/Nm). The χ is used to define the number of
final CHs which lie between Nm and χNm. The multiplication
factor considered in the proposed CSDGP is 2, i.e. χ = 2.

The average connection time and the number of neighbour
nodes are considered in order to select the required CH from the
TCH set.

(a) Average connection time
To enhance the stability of the networks and to find the average

lifetime of the cluster, the link delay between the nodes is
considered in CSDGP. Based on [27], the link delay Li, j(t) between
the two nodes is the summation of queuing delay δQ(t),
transmission delay δT(t), processing delay δPr(t) and propagation
delay δP(t). It is calculated by using (4)–(7)

δT(t) =
k

B
(4)

where k is the size of data packets, B is the transmission bit rate

δP(t) =
di, j

γ
(5)

where di, j is the distance between the sensor nodes, γ is the
propagation speed (3 × 108 m/s)

The queuing model M/M/1 is utilised in the proposed design
and its queuing delay is computed as

δQ(t) =

r × k

B

1 − r × k

B

×
k

B
(6)

where r is the average packet arrival rate

Li, j(t) = MRA × (δQ(t) + δT(t) + δP(t) + δPr(t)) (7)

where MRA is the maximum number of attempts assigned for data
retransmissions.

The total link delay of the cluster Cld(t) is expressed as

Cld(t) = MCM × Li, j(t) (8)

where MCM is the maximum number of member nodes in each
cluster (i.e. MCM = Na/Nm).

The estimation of connection time between the nodes is a key
factor in mobility-based WSNs because it will measure how long
the sensor nodes remain in contact with another node. Let us

Table 1 Comparison of the existing clustering protocols with proposed CSDGP
Protocols Clustering

mechanism
Number
of CHs
(fixed-F,

not fixed-
NF)

Sufficient
number of

CHs to
cover the

whole
network

Convergence
time for
getting

optimum
number of CH

Load
balancing

Isolated
node

Scalability TDMA
schedule
assigned
by either
CH or BS

Concurrent
data

transmission
allowed in the

neighbour
cluster

Data
collision
due to

signal from
neighbour

cluster
LEACH [7] distributed F no low no yes yes CH yes high
LEACH-C
[7]

centralised F yes low yes no no CH yes high

LEACH-M
[18]

distributed F no low no no yes CH yes high

MBC [25] distributed F no low no yes yes CH yes high
VELCT [26] distributed F no low no yes yes CH yes high
ARBIC [9] centralised NF yes high yes no no CH no low
EBCAG [24] distributed NF yes high yes no yes periodical no low
ECPF [21] distributed NF yes high yes no yes CH yes high
BCDCP [8] centralised NF yes low yes no no CH yes high
HEED [19] distributed NF no low no yes no CH yes high
EECA [23] distributed NF yes high yes yes yes CH yes high
HUCL [20] distributed NF yes high yes no yes CH yes high
proposed
CSDGP

distributed NF yes low yes no yes CH no low

 

Fig. 2  Operation of CSDGP
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consider the sensor nodes are with their (x, y) co-ordinates as
P1(xi, yi) and P2(xj, yj), and their Cartesian position,
xi = x1 + ν1tcos θ1, yi = y1 + ν1tsin θ1, xj = x2 + ν2tcos θ2,
yj = y2 + ν2tsin θ2. Here, ν1, ν2, θ1, and θ2 are the speed and moving
direction of the sensor nodes in the sensing area at any instant of
time t [25]. The distance between P1, and P2 within the
transmission range Rm is given in (9)

(xj − xi)
2 + (yj − yi)

2 = Rm
2 (9)

((x1 − x2) + (ν1tcos θ1 − ν2tcos θ2))
2 + ((y1 − y2)

+(ν1tsin θ1 − ν2tsin θ2))
2 = Rm

2
(10)

Expanding (10) and considering that
ϰ = x1 − x2, ς = y1 − y2, ϱ = ν1cos ϕ1 − ν2cos ϕ2, φ = ν1sin ϕ1 − ν2sin
ϕ2

,

and we get

t
2(ϱ2 + φ

2) + 2t(ϰϱ + ςφ) + (ϰ2 + ς
2 − Rm

2 ) = 0 (11)

The connection time (Δti, j) between the sensor nodes is expressed
in (12) by solving (11) with respect to t. The negative value of
connection time shows that there is no link between them

Δti, j =
−(ϰϱ + ςφ) ± Rm

2 (φ2 + ς
2) − (ϰφ − ςϱ)2

ϱ
2 + φ

2
(12)

The average life time of the cluster TLT(t) (i.e. the average
connection time between the TCH and member nodes in each
cluster) is expressed as

TLT(t) =
1

NCM
× ∑

n = 1

NCM

Δti, j(n) (13)

where NCM is the number of CM.
The designed algorithm should satisfy the conditions (i)

TLT(t) > Cld(t), (ii) Δti, j > Li, j(t) to achieve high stable cluster
formation, thereby increasing the network packet delivery ratio,
and network lifetime. The normalised value of the average
connection time is computed based on the following equation:

ξACT =
∑n = 1

N
^

TCH Δti, j(n)

N
^

TCH × ηi

(14)

where Δti, j( ⋅ ) is the connection time between the nodes, N^

TCH is
the number of TCH's neighbours. Here, ηi = max (Δti, j(n))N

^
TCH

which is used to select a maximum connection time [other than that
of the nodes (TCH and CM] having the same speed and moving
direction) from its members. If v1 = v2, θ1 = θ2, then Δti, j( ⋅ ) is
infinite, i.e. the connection time Δti, j( ⋅ ) between two nodes
continuously stays constant until the end. In such a case, the
connection time of infinite duration is assumed as maximum of one
(Δti, j( ⋅ ) = 1).
(b) Number of neighbour nodes

The number of CMs in each cluster play a vital role to stipulate
the lifespan and load balance of the CHs. The normalised value of
the number of neighbour nodes is calculated as

ξNN =
N

^

TCH mod (MCM + 1)
MCM

(15)

The consideration of ξNN reduces the chance value (i.e. increases
the delay time of broadcasting of the final CH awareness message)
of TCH to become a final CH when the number of CM nodes in
each cluster goes beyond or goes very low within the defined level,
i.e. MCM.

The TCH candidate calculates the delay time (Bwait(t)) for
broadcasting the final CH awareness message by using the
following equation:

Bwait(t) = (1 − (ξACT × ξNN)) × tcf + δr (16)

where tcf is the total duration for cluster formation, δr is the random
time frame which is very small (δr ≪ tcf) utilised to minimise the
contention in the channel accessing.

The TCH becomes either CH or CM based on (16). The TCH
waits a time Bwait(t) before it broadcasts the final CH awareness
message. Once the waiting time is expired, then it broadcasts the
CH awareness message to neighbours and also establishes the
cluster. It means that the high chance value has a low waiting time,
i.e. it has high connection time and optimum number of
neighbours. If any TCH receives the CH awareness message from
other candidate nodes before the expiry of its Bwait(t), then the TCH
gives up its competition and joins as a CM. Upon receiving this
message, the normal nodes also send the registration message to
the concerned CH to join as a CM. The CH assigns the TDMA
schedule to the CM depending on the connection time in ascending

Fig. 3  Flowchart for cluster formation
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order. Then, CHs collect the data from its member nodes with
respect to the assigned TDMA schedule.

3.2.2 Construction of cluster switching.: We assume that the
targeted sensing area is equally clustered by the area of regular
hexagon (i.e. the coverage area of the CH). The numbers (1, 2, 3)
in Fig. 4 indicate the CSS. 

In CSDGP, the CSS-MESSAGE (CSS-MSG) plays a vital role
in assigning a CSS and tree topology organisation. The BS initiates
the broadcasting of the CSS-MSG by selecting the nearest CH and
assigns the CSS to it. After that, the CHs alone broadcast CSS-
MSG up to its two-hop distance (i.e. twice its transmission range)
by using CSMA/CA. The CSS-MSG consists of its ID, location,
CSS, the moving direction, and speed. Fig. 5 depends on (18) and

Fig. 4. By using the location information received in the CSS-MSG
packets, each CH finds the distance from its neighbour CHs and
also calculates the angle of signal arrival, as given in the following
equations:

di, j = (xj − xi)
2 + (yj − yi)

2 (17)

θaoa = tan−1 yj − yi

xj − xi
(18)

where (xi, yi) and (xj, yj) are the positions of the transmitting node
and receiving node, respectively, di, j is the distance between the
transmitting and receiving node, θaoa is the angle of arrival of the
transmitted signal.

Based on the angle of arrival of the signal, the CH knows itself
the switch state of the cluster based on Fig. 5, when the BS is
located at the top of the sensing area. If any CH receives multiple
CSS-MSG from the various CHs, then it selects the closest CH and
its CSS-MSG among them for finding the CSS. For example, the
CH4 receives the CSS-MSG from CH2 and CH3 respectively. But,
the CH4 selects the CSS-MSG of CH2 based on the distance
between them, and also finds its CSS with respect to the CH2 as
depicted in Fig. 6, thus it attains the converged value in the CSS
quickly. 

3.2.3 Adaptive TDMA scheduling.: The proposed time slot
structure is shown in Fig. 7, in which the total time frame is
divided into the intra-cluster frame and inter-cluster frame. The
total time for intra-cluster communication is considered as tiAc and
inter-cluster communication is tiEc. The total time frame of intra-
cluster is further divided into three CSS frames (CSS 1, CSS 2,
CSS 3) and the duration for each switch state is tcs. Based on the
switch state, the CH assigns the TDMA schedule to the CM and
one more slot is reserved for collecting the data from the migrated
node (MN). In CSDGP, if any sensor node leaves the current
cluster and enters into the new one before sending the data to the
concerned CH, then it has the chance to send the collected data to
the newly entered region's CH. In this dynamic slot allocation, the
CH and CM can estimate and maintain the information about the
connection time between them. The CH allocates the TDMA slot
based on the connection time in ascending order to its member
nodes which remain in the same cluster till the end of tiAc. If any
sensor node does not remain in the same cluster, then the CH
removes the sensor node from the TDMA schedule. These
eliminated nodes also know about the connection duration with its
current CH, once its connection is expired (moved out of its current
cluster region), it starts broadcasting a cluster join request message.
Upon receiving this message, the CH of newly entered cluster
accepts the request and adjusts its TDMA schedule and then
broadcasts the new time slot to its member.

During the intra-cluster communication, the switch state of the
CHs is decided based on the CH location in that sensing area. For
example, if one of the CH is in an active state, then its neighbours

Fig. 4  Organisation of cluster switched mechanism
 

Fig. 5  Selection of CSS
 

Fig. 6  Processing and selection of CSS-MSG
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go to the idle state. As shown in Fig. 8, the CH of the cluster 1 (C1)
is in an active state and its neighbour CHs (i.e. the CH of C2, C3,
C4, C5, C6, C7) go to the idle state during the CSS of 1. Similarly,
the CHs of C3, C5, and C7 are in an active state and the remaining
neighbour CHs (i.e. the CH of C1, C2, C4, C6) go to the idle state
during the CSS of 2. And also, the CHs of C2, C4, and C6 are in an
active state and the remaining neighbour CHs (i.e. the CH of C1,
C3, C5, C7) go to the idle state during the CSS of 3. Thus, only one
CH is allowed with respect to the neighbour CHs to receive the
data from the CM according to the allotted TDMA time schedule,
thereby evading the unwanted signal from the neighbour clusters.

Figs. 9 and 10 depict the process of allocating the TDMA
schedule to the newly entered node, in which there is a possible
way in assigning the time slot to the MN with respect to Fig. 8 as
mentioned below:

Case (i)
In this case, the sensor node i leaves from the cluster 5 (C5) and

joins into the new cluster 4 (C4). The CH of cluster 4 adds the MN
i into the reserved slot of the TDMA schedule as shown in Fig. 9.

Case (ii)
The sensor node i leaves from the cluster 5 (C5) and enters into

the new cluster 4 (C4). Thus, the CH of cluster 5 removes the node

i and utilises the emigrated node (node i) slot to the MN r as shown
in Fig. 10.

Case (iii)
If the CH of any cluster area has completed the data collection

from the CM before the expiry of the intra-cluster communication
duration then it accepts the request of migration and assigns a time
slot.

For example, the CH of cluster area 1 (C1) has completed the
data collection from the CM in the CSS of 1, thus it immediately
accepts the request of the node k and assigns a new slot to collect
the data.

3.3 Routing organisation

In CSDGP, the routing organisation process is initiated by the BS.
The targeted sensing area is divided into the layers based on the
position of the CHs and its transmission range. Fig. 11 depicts the
tree topology formation and the final structure of CSDGP. Based
on the CSS-MSG message, the nodes between CHs of the lower
layer (layer 1) and the BS of the upper layer (layer 0) acts as a
gateway node (GN) and forms the intermediate (IM) layer. By this
way, the CHs of layer 1 now acts as the upper layer that broadcasts
CSS-MSG to its two-hop distance neighbours to divide the network
area further. The same process is continued until all the CHs
including orphan CHs are covered in the routing topology. The
flow diagram of the tree topology organisation is described in Fig.
12. 

Once, the network partitioning is completed, the sensor nodes in
the intermediate layers use a joint strategy including the distance,
residual energy, and velocity in order to find their cost value Tci(n),

Fig. 7  CSDGP time slot structure
 

Fig. 8  Dynamic slot allocation for mobile nodes
 

Fig. 9  Utilisation of the reserved slot
 

Fig. 10  Utilisation of the emigrated node slot
 

Fig. 11  Tree topology formation and final network structure of CSDGP
 

Fig. 12  Flow diagram of the tree topology organisation
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as expressed in (23). The parameters ϑw1 for selecting the highest
residual energy node, and ϑw2 for choosing the low-velocity node,
ϑw3 and ϑw4 are used for finding the shortest path between the CHs
and BS. Then, these sensor nodes send the GN registration
message which contains Node_ID, upper layer_ID, and lower layer
_ID, different combinations of the cost values, location, residual
energy level, and velocity. The CH of the lower layer selects the
highest cost value from the registrations and gives an approval to
act as a gateway node between the concern CHs or between the CH
and BS.

The parameters ϑw1 and ϑw2 are calculated by using the
following equations:

ϑw1 =
Ec

Em
(19)

ϑw2 =
Vm − Vc

Vm
(20)

where Vm is the maximum velocity of the sensor node, Vc is the
current velocity of the sensor node.

Equation (21) for finding the parameter ϑw3 is based on Fig. 13. 
Each node finds the value to act as a GN and also ensures that the
selected GN has shortest path to reach the BS

ϑw3 =
dCBi

− dCBj

2Rm
(21)

dCBi
 is the distance between CH node i and BS, dCBj

 is the distance
between CH node j and BS.

Equation (22) is derived based on Fig. 14. 
The parameter ϑw4 is considered by the sensor node to act as a

GN and also ensures that the selected GN has straight path to reach
the BS

ϑw4 =
dCi, j

(dCSi
+ dCS j

)
(or)

dCBi

(dCSi
+ dSB)

(22)

where dCSi
 is the distance between CH node i and SN, dCS j

 is the
distance between CH node j and SN, dSB is the distance between
BS and SN, dCi, j

 is the distance between CH node i and CH node j,
dCBi

 is the distance between CH node i and BS

Tci(n) = ϑw1 × ϑw2 × ϑw3 × ϑw4 (23)

The farthest child node of the tree initiates the selection of the
parent node which depends on the residual energy, velocity, and
distance to the BS. ϑw5 is used to find the parent node which has the
shortest path towards the BS and it is given in (24) which is
derived based on Fig. 15

ϑw5 =
dCBi

− dGBi

Rm
(or)

dGBj
− dCBj

Rm

(24)

where dCBi
 is the distance between CH node i and BS, dGBi

 is the
distance between GN node i and BS, dCBj

 is the distance between
CH node j and BS, dGBj

 is the distance between GN node j and BS.
The GN or CH finds the parent node with high-cost values

based on (25). This ensures that the selected node has a low work
burden than other neighbour CHs or GNs. Then, these nodes send
the PN registration message (Node_ID, Parent Node_ID) to the
selected parent node in the upper layer in order to get the
confirmation

Tcp(n) = ϑw1 × ϑw2 × ϑw5 (25)

After establishing the tree topology between the CHs through the
gateway node, the CH gathers the sensed data from its member
with respect to the TDMA schedule during its CSS of the tiAc. At

the end of the intra-cluster communication, the CHs start to send
their collected data packets to the BS through the parent nodes. The
child node uses a CSMA-CA technique to access the channel and
forward the data to the parent without any collision.

3.4 Fault tolerance mechanism

During the inter-cluster communication, CH or GN in the tree
topology will not receive the acknowledgment from the upper-level
node (i.e. PN) within the timeout. The lower-level node (CH or
GN) selects the new upper-level node by: (i) if connectivity failure
occurs from CH to GN, then CH reestablishes the link connectivity
by sending CSS-MSG towards the BS; (ii) if connectivity failure
from GN to CH, then GN finds new PN by sending the PN
registration message. By this way, it reduces the packet loss and
achieves consistency in successful packet delivery ratio.

Fig. 13  Calculation of ϑw3

 

Fig. 14  Calculation of ϑw4

(a) ϑw4 considered between the CHs, (b) ϑw4 considered between the CH and BS
 

Fig. 15  Calculation of ϑw5

(a) ϑw5 considered from CH to GN, (b) ϑw5 considered from GN to CH
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4 Mathematical analysis of CSDGP
4.1 Energy consumption

In this paper, a simple radio transceiver model [28] is considered,
where, ϵ is the energy consumption of amplifier, α is the
amplification factor for multi-path or free space, Ee is the energy
consumption of the radio electronics, k is the size of data packets, d
is the distance between the nodes. Therefore, the energy spent for
transmitting and receiving the data is given in the following
equations:

Et(k, d) = k(Ee + ϵ × d
α) (26)

Er(k) = k × Ee (27)

The average energy consumption of network is calculated based on
the following equations:

ED
CM = (Na − NCH) × (Es + Et(k, d)) (28)

where ED
CM is the energy consumed by CM for transmitting the

data, Es is the energy consumed by the sensor node for sensing,
NCH is the number of CHs in each round

Ec
CM = (Na − NCH) × (Et(Lc, Rm) + 2Er(Lc)) (29)

where Ec
CM is the energy consumed by CM for transmitting and

receiving the control packets, Lc is the size of the control packet

ET
CM = ED

CM + Ec
CM (30)

ETotal
CM  is the total energy consumed by the CM

Ec
SN = Na × (Et(Lc, Rm) + Nnn × Er(Lc)) (31)

Ec
SN is the energy consumed by the sensor nodes for exchanging the

node discovery message, Nnn is the neighbours of sensor node

ED
GN = NGN × (Ndp × ((Et(k, d) + Er(k)))) (32)

where ED
GN is the energy consumed by GN for transmitting and

sensing the data, Ndp denotes the number of processed data
packets, NGN is the number of gateway node in each round

Ec
GN = NGN × (2Et(Lc, Rm) + 2Er(Lc)) (33)

where Ec
GN is the energy consumed by GN for transmitting and

receiving the control packets

ET
GN = ED

GN + Ec
GN (34)

where ET
GN is the total energy consumed by the gateway node

ED
CH = NCH × (NCM × Er(k) + Es) + Et(k, d)

+Ndp × (Et(k, d) + Er(k))
(35)

ED
CH is the energy consumed by CH for data communication and

sensing the data, NCM is the number of CM nodes

Ec
CH = NCH × (4Et(Lc, Rm) + NCM + 3)

× Er(Lc) + Et(Lc, 2Rm)
(36)

Ec
CH is the energy consumed by CH for transmitting and receiving

the control packets

ET
CH = ED

CH + Ec
CH (37)

where ET
CH is the total energy consumed by the CH

Eavg =
ET

CM + ET
CH + ET

GN + Ec
SN + (Eid × Na)

Na

(38)

where Eavg is the average energy consumption of the network, Eid

is the energy dissipation due to the node in idle state.

4.2 Control overhead

In each round, Na of HELLO packets are broadcasted for
discovering the neighbour nodes (i.e. O(Ta) = Na)

In cluster formation, there are O(CHca) ≃ eqNm < NCH ≤ 2Nm

of CH awareness messages, O(JR) = (Na − NCH) of cluster join
request messages and O(CHsc) = NCH of schedule messages. Then,
the total control overhead O(Tc) involved in the cluster formation is
determined by using the following equations:

O(Tc) = O(Ta) + O(Na) + O(CHca) + O(JR) + O(CHsc) (39)

O(Tc) = 2Na + NCH (40)

CSDGP has message complexity of O(Tc) which is similar to that
of VELCT protocol. Thus, the proposed CSDGP does not have
message complexity in the system design. During the tree
construction, O(CHCSS − MSG) = NCH of layer separation messages,
O(GNrm) = Na − NCH of gateway requisition messages,
O(GNam) = NCH of gateway approval messages,
O(PNrm) = Ntol − 1 of parent node requisition messages, and
O(PNam) = Ntol − 2dl + 1 of parent node approval messages are
utilised, where dl is the depth of the layer. Because, the number of
gateway nodes is NGN = ∑n = 1

dl 2n − 1 and the total number of nodes
involved in tree topology is Ntol = NGN + NCH. The total control
overhead of tree formation is computed, as given in the following
equations:

O(Tt) = O(CHCSS − MSG) + O(GNrm) + O(GNam)

+O(PNrm) + O(PNam)
(41)

O(Tt) = NCH + Na + 2Ntol − 2dl (42)

where dl is the depth of the layer and NCH is the total number of
current CH. The overall network control overhead O(Cnet) is
determined by using the following equations:

O(Cnet) = O(Ta) + O(Tt) + O(Tc) (43)

O(Cnet) = 2NCH + 3Na + 2Ntol − 2dl (44)

4.3 Time complexity

The proposed CSDGP adapts distributed clustering strategy to find
the optimum number of CHs by broadcasting the final CH
awareness message based on Bwait(t). If it is assumed that all the
deployed sensor nodes act as TCH in the CH selection, then it takes
more time to end up the clustering process. To solve this problem,
only χNm number of sensors is selected from Na which is
participating as TCH in each round. Thus, the number of TCHs
(N^

TCH) depends on the χ and Nm, therefore NCH lies between Nm

and χNm, i.e. Nm ≤ NCH ≤ χNm. It is understood that the time
complexity for the proposed cluster formation depends on χNm and
tcf, i.e. O(N

^

TCH . tcf). In CSDGP, tcf is a fixed value (c) in the cluster
formation, therefore the time complexity is O(c . N

^

TCH) which is
approximately equal to O(N

^

TCH).
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The features of the CSDGP are as follows:

(i) The minimum number of nodes (Nm) required to cover the
entire network is calculated by using (1) and (2), and only twice the
Nm acts as a TCH, thus it achieves the optimum number of CHs
(i.e. the number of final CHs lies between Nm and 2Nm) and also
reduces the convergence delay.
(ii) The TCH selection in (3) helps in obtaining high residual
energy node to act as a CH in each round and finds the optimum
number of CHs.
(iii) The waiting time based CH selection ensures the uniform
distribution of CHs. Therefore, all the sensor nodes receive the
CHs awareness message, resulting in avoidance of the isolated
nodes.
(iv) It helps in good load balancing of the CHs, as the CHs having
the optimum number of neighbours are selected.
(v) The ratio of the remaining battery energy to the maximum
energy of the sensor node at the time of deployment is considered
in the TCH selection. This helps in avoiding the low energy sensor
nodes to be selected as a CH, extending the lifespan of sensor
nodes.
(vi) The ratio of the average connection time with neighbours to
the maximum connection duration with neighbour helps in
ensuring the cluster stability (i.e. connectivity between the CH and
CMs).
(vii) As similar to LEACH, the control overhead of the CSDGP is
O(n), even the CH selection is performed in two phases. Thus, the
designed protocol does not increase the complexity in the system
design.
(viii) The control packet (CSS-MSG) alone is used to determine
the tree topology and CSS, minimising the additional control
overhead.
(ix) In CSDGP, the orphan CHs utilise the tree topology for
transmitting its sensed data to the BS (multihop fashion) instead of
the direct communication, conserving the significant amount of
battery energy.
(x) The selection of GN and PN based on the residual energy,
speed, and distance helps in forming the shortest path efficiently to
reach the destination and also prolongs the network lifetime.
(xi) The consideration of speed as a routing metrics in PN and GN
selection helps in enhancing the network stability and reduces the
link failure in the route. Therefore, it lessens the packet loss and
energy consumption.
(xii) The CSS-based data collection mechanism helps in allowing
the concurrent data collection by the CHs without any data
collision and loss.
(xiii) The TDMA schedule assigned to the CMs based on the
connection time in ascending order helps in avoiding simultaneous
data transmission and collision.

5 Results and discussion
The Network Simulator version 2 (NS-2) is used to validate the
performance efficacy of the proposed CSDGP along with other

existing cluster based protocols like ARBIC, VELCT, MBC, and
LEACH-M. The simulation parameters of our proposed model are
mentioned in Table 2. 

5.1 Analysis of energy consumption versus TCH

The result shown in Fig. 16 is obtained for 300 deployed nodes by
setting the simulation time of 180 s and the node's speed is varied
from 0 to 30 m/s. 

Fig. 16 shows that the proposed CSDGP is the most energy
efficient, i.e. it maintains the minimum number of sensor nodes
required for covering the entire sensing area. And also, it can
provide consistent performance when there is an increase in the
number of TCH. It means that the sufficient number of CHs is
maintained which is needed to cover the entire area even when the
number of TCH increases. Initially, the energy consumption is high
as shown in Fig. 16 which is due to the insufficient number of CH
causing the coverage problem and isolated nodes. Further, the
results are analysed by increasing the number of TCHs. It is clear
that the proposed protocol maintains the optimum energy level of
1.37 J when the number of CHs ranges from 40 to 45. However, the
complexity of the CSDGP to setup the cluster depends on tcf and
the number of TCH. In order to reduce the time complexity, the
multiplication factor (χ) is introduced in the CSDGP which is used
to set the number of TCH based on the requirement.

5.2 Numerical analysis of CSDGP with existing protocols

Table 3 shows the various network parameters related to the impact
on the network performances. In general, the energy consumption
of the networks mainly depends on three parameters. (i) High CM:
due to the unbalanced workload of the CHs depletes their battery
energy very quickly; (ii) Transmission range: energy consumption
of the sensor nodes is directly related to the distance. For example,
LEACH-M protocol directly communicates with BS and MBC
performs the data communication through CH to CH, thus both
LEACH-M and MBC consume higher energy as compared to
ARBIC, VELCT and the proposed CSDGP; (iii) Size of the
network area: as the size of the network increases, either the

Table 2 Simulation setup
Simulation parameters Values
targeted sensing network area 800 × 800 m2

number of sensor nodes 100‐‐500

velocity of the sensor node 0–50 m/s
transmission range of the antenna 80 m
bit rate 50 kbps
initial energy of sensor nodes 10 J
data packet size [7] 512 bytes
control packet size [7] 25 bytes
Eelec [7] 50 nJ/bits
Eamp [7] 1.3 fJ/bits/m4

Eaggr [7] 5 nJ/bits/signal
 

Fig. 16  Average energy consumption versus number of TCH
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transmission range or number of node also increases which may
deplete the battery energy quickly.

And also, the control overhead of the network depends on five
parameters: (i) methodology applied in the cluster formation: the
utilisation of the optimum number of CHs minimises the control
packets; (ii) isolated nodes: due to the left out, i.e. uncovered by
the CHs, the sensor node continuously searches a CH by
broadcasting join request message or directly communicates with
the BS which increases the number of control packets and energy
consumption; (iii) mobility: as the speed of node increases the
usage of the number of control packets also increases which is due
to often occurrence of the link failure and network instability and
also due to the searching of new CH to send the data by
broadcasting join request message; (iv) node density: the utilisation
of the number of control packets is directly proportional to the
number of nodes; (v) the number of nodes in the tree topology: due
to the mobility environment, the nodes in the tree topology often
check their link connectivity by sending the message causing
additional control overhead. From the simulation result, LEACH-
M, MBC, and VELCT show high control overhead which is mainly
due to the isolated nodes and link failure.

The number of nodes involved in the proposed CSDGP and the
existing ARBIC depends on the number of CHs and depth of the
layer (dl) based on the connectivity between the CHs, whereas in
the VELCT, it depends on the depth of the layer (dn) based on the
size of the network and the transmission range of the sensor node.

The time complexity of the ARBIC was O( maxgen . ngen) which
depends on the maximum number of iterations (maxgen) and
number of candidates (ngen). The maxgen is assumed to be fixed
value c, therefore time complexity is O(c . ngen) that is,
approximately equal to O(ngen). All the deployed nodes in VELCT
calculated the threshold value and transmitted the CH awareness
message based on the CSMA/CA. And, only fixed number of
nodes was allowed to calculate the threshold value to act as CH in
each round in MBC and LEACH-M.

5.3 Impact of the speed of sensor nodes

For the simulation analysis in Figs. 17–20, the speed of sensor
nodes is varied from 0 to 10, 20, 30, 40 and 50 m/s, the number of
sensor nodes is 300 and the simulation run time is 300 s. 

From Fig. 17, it is noted that the average end-to-end delay of
CSDGP is 15.64, 17.21, 19.17, and 28.27% lower than ARBIC,
VELCT, MBC, and LEACH-M when the speed of the sensor node
reaches the maximum, i.e. 50 m/s. Since the CSDGP includes the
connection time for electing the CHs and fault tolerance
mechanism utilised in the tree topology ensuring the stability of the
routing topology. Also, the data communication uses a cluster
switch mechanism which effectively reduces the contentions in the
MAC level. In addition, the estimation of the minimum number of
sensor nodes ensures the link available to all the nodes.

In Fig. 18, the average energy consumption of CSDGP is
reduced by 10.03, 12.11, 14.1, and 17.64 % than the existing
ARBIC, VELCT, MBC, and LEACH-M, respectively, when the
speed of the sensor node reaches the maximum. This is because of
the proposed mechanism primarily considers the residual energy of
the sensor node while electing the TCH. In addition, the CHs and
nodes involved in the tree topology are made to change in each and
every round which ensures the uniform energy consumption.

Moreover, effective utilisation of the maximum transmission power
is ensured by the consideration of ϑw3, thereby reducing the number
of nodes involved in the tree formation. And also, it minimises the
number of data transmission and reception resulting in reduced
interference and energy consumption. From Fig. 19, it is observed
that the PDR of CSDGP is 4.14, 5.97, 7.89, and 16.88% higher
than the existing ARBIC, VELCT, MBC, and LEACH-M,
respectively, when the speed of the sensor node reaches the
maximum. This is because of CSDGP ensures a stable routing path
between the CM to CH and CH to BS. Furthermore, the CSDGP
uses a cluster switch mechanism for minimising the data

Table 3 Numerical analysis of the proposed CSDGP with existing clustering protocols
Protocols Number of control

packets used in
cluster formation

Number of nodes
involved in the inter-

cluster communication

Energy consumption of
CH for inter-cluster

data communication

Energy consumption of
CH for intra-cluster

data communication

Time complexity for
constructing the
cluster topology

Proposed CSDGP 2Na + NCH NCH + ∑n = 1
dl 2n − 1 Er(k, d) NCM × Er(k) O(N

^

TCH)

ARBIC [9] 2(Na + NCH) NCH + ∑n = 1
dl 2n − 1 Er(k, d) NCM × Er(k) O(ngen)

VELCT [26] 2Na + NCH NCH + ∑n = 1
dn 2n − 1 Er(k, d) NCM × Er(k) O(Na)

MBC [25] 2Na NCH Er(k, 2d) NCM × Er(k) O(NCH)

LEACH-M [18] 2Na NCH Er(k, dCB) NCM × Er(k) O(NCH)

 

Fig. 17  Average end-to-end delay versus speed in m/s
 

Fig. 18  Average energy consumption versus speed in m/s
 

Fig. 19  Packet delivery ratio versus speed in m/s
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retransmission. And also, it efficiently collects the data from the
MNs by using the dynamic slot adjustment. And also, the speed of
the sensor node is considered as one of the parameters in tree
topology construction in CSDGP which ensures the topology
stability and avoids the occurrence of frequent link failures, which
in turn results in reduced packets loss. Thus, the CSDGP
consistently provides a PDR above 93%.

Fig. 20 depicts that the proposed CSDGP used a less number of
control packets as compared to the existing ARBIC, VELCT,
MBC, and LEACH-M. The estimation of connection time in the
proposed protocol based on the x, y coordinate values, moving
speed and direction ensures the network stability. And also, the
node's speed and distance to the BS are utilised to select the parent
and gateway nodes in the tree topology that avoids the link failures
in the routing and finds the shortest path to reach the BS. Thus, it
minimises the number of control packets utilised in the CSDGP.

5.4 Impact of the number of sensor nodes

The results shown in Figs. 21–23 and Table 4 are obtained for the
maximum of 500 deployed nodes by setting the simulation time
180 s with the node's speed is varied from 0 to 30 m/s. 

The proposed clustering algorithm guarantees that the selected
CHs are uniformly distributed over the network area and also
avoids the multiple CHs to lie in the same cluster. The CSDGP
uses a cluster switch based data gathering which blocks the
simultaneous data transmissions of its neighbour clusters. Thus,
only one CH is allowed to receive the data from the CM according
to the allotted TDMA time schedule minimising unwanted signal
from the neighbour clusters and collision. Moreover, the cluster
switch mechanism collects the data from the migrated sensor
nodes, whenever the CH has a free time slot and avoids isolated
node. And also, an effective fault tolerance mechanism applied in
tree topology easily finds the link failure and reestablishes the
routing with minimal control overhead. This is reflected in the
simulation results found in Figs. 21–23 that the proposed CSDGP
has high PDR by 4.54, 5.11, 6.93 and 16.93%, low average end-to-
end delay by 16.98, 17.55, 18.31 and 22.26% and reduced average
energy consumption by 10.29, 9.92, 12.5 and 24% as compared to
ARBIC, VELCT, MBC, and LEACH-M, respectively.

It is seen from Table 4 that the control overhead linearly
increases with respect to the number of nodes. This is because of,
the number of control packet used is directly proportional to the
number of deployed nodes.

5.5 Impact of the simulation run time

The simulation results are taken at 60, 120, 180, 240, 300, and 360 
s for 300 deployed sensor nodes and the speed is varied from 0 to
10 m/s. Table 5 depicts that, whenever there is an increase in the
runtime of the network, the workload (the number of packets
processed by the networks) also increases, resulting in increased
energy consumption and control overhead. In the proposed
clustering mechanism, the residual energy of sensor node is an
important parameter in CH election to avoid the low energy node
to be elected as the final CH. In addition, the CSDGP takes care of
the network stability by calculating the exactness of the connection

time between the nodes. Thus, it ensures the link availability and
avoids the occurrence of link failures. And also, it establishes the
stable routing path between the CH and the BS.

6 Conclusion
This paper presented a CSDGP which is completely operated in a
distributed manner by eliminating the drawbacks in the random
selection of CHs. In addition to this, the cluster switch mechanism
utterly eludes the data collision at the receiver, thus minimising the
data retransmission, improving the energy efficiency of the
networks. Also, the CSDGP allows receiving the data from the

Fig. 20  Control overhead versus speed in m/s
 

Fig. 21  Average energy consumption versus number of nodes
 

Fig. 22  Average end-to-end delay versus number of nodes
 

Fig. 23  Packet delivery ratio versus number of nodes
 

Table 4 Overhead analysis with respect to the number of
nodes
Protocols 100

Nodes
200

Nodes
300

Nodes
400

Nodes
500

Nodes
proposed
CSDGP

5466 10,222 14,292 18,191 21,999

ARBIC [9] 5508 10,296 14,402 18,238 22,059
VELCT [26] 5759 10,587 14,700 18,684 22,408
MBC [25] 5541 10,386 14,533 18,271 22,122
LEACH-M [18] 5624 10,406 14,632 18,396 22,365
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MNs which minimise the data packet loss. Moreover, the selection
of parent nodes and gateway nodes depend on the cost value which
consequently lessens the workload of the sensor node. The
simulation results of the CSDGP prove its efficacy over ARBIC,
VELCT, MBC, and LEACH-M in terms of average energy
consumption, average end-to-end delay, packet delivery ratio, and
control overhead.
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