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1. Introduction

Machine learning (ML) and data mining (DM) is the process of finding useful results from real world data sets.

The real world data contains irrelevant or meaningless data termed as noise which can significantly affect various data

analysis tasks of machine learning are classification, clustering and association analysis. The need to address this noise

is clear as it is detrimental to almost any kind of data analysis. We may have two types of noise in machine learning

dataset: in the predictive attributes(attribute noise) and the target attribute (class noise). The presence of noise in a data

set can increase the model complexity and time of learning which degrades the performance of learning algorithms.

Therefore, there is a need to identify and handle these noise in data sets.
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Abstract

The occurrences of noisy data in data set can significantly impact prediction of any meaningful information. Many empirical studies

have shown that noise in data set dramatically led to decreased classification accuracy and poor prediction results. Therefore, the

problem of identifying and handling noise in prediction application has drawn considerable attention over past many years. In our

study, we performed a systematic literature review of noise identification and handling studies published in various conferences and

journals between January 1993 to July 2018. We have identified 79 primary studies are of noise identification and noise handling

techniques. After investigating these studies, we found that among the noise identification schemes, the accuracy of identification

of noisy instances by using ensemble-based techniques are better than other techniques. But regarding efficiency, usually single

based techniques method is better; it is more suitable for noisy data sets. Among noise handling techniques, polishing techniques

generally improve classification accuracy than filtering and robust techniques, but it introduced some errors in the data sets.
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Table 1. Research questions.
RQ# Research questions

RQ1 How we classify the noise in data sets?

RQ2 Which ML techniques has been used for identification of class noise and attribute noise?

RQ3 Which ML techniques has been used for handling of class noise and attribute noise?

This SLR aims to identify and analyze the techniques used to handle noise in data sets in studies published over

17 years (between January 1993 and July 2018). In this paper, we aim to review a number of approaches to identify

and handle noise in data sets by following Kitchenhams [1]. To perform a systematic review, we divide the paper into

two parts according to the noise present in the data sets: class noise and attribute noise. In practice, existing empirical

studies use different techniques to identify and handle the class noise and attribute noise in data sets.

This paper is organized as follows. In the next section, we provide our systematic literature review methodology.

Section 3 presents the different types of noise present in classification data sets. Section 4 contains the different

techniques used for identification of noise in data sets. In section 5 we present the different techniques used to handle

noise in data sets. Our results of systematic review is presented in Section 6. We concludes the study and future

directions in Section 7.

2. Methodology

A systematic approach to applied to reviewing the literature on the identification and handling class noise in data

sets. We follow the systematic review approach suggested by Kitchenhams [1].

Our systematic review followed the steps outline below, some of which with iteration:

• Identification of the need of the review.

• Formulation of the research questions.

• Identification of relevant literature by conducting a comprehensive and exhaustive search.

• Selection of primary studies based on inclusive/exclusive criteria.

• Data extraction together with the quality assessment.

• Interpretation of results.

2.1. Research questions

This systematic mapping review (SLR) aims to analyze the techniques used to identify and handling noise in

classification data sets. Towards this aim, six research questions (RQs) were raised as follows given below in Table 1.

2.2. Search strategy and study selection

We formed the refined search terms by combining alternative terms and synonyms using Boolean expression OR

and AND. We considered journal papers, conference proceedings, workshops, symposiums, and ACM/IEEE bulletins

to conduct the searches. Keyword searching was performed on following electronic databases as we considered these

to be the most relevant ones: ACM Digital Library, IEEE Xplore, Science Direct, SpringerLink, Google Scholar.

After performing an initial search, the relevant studies were determined by obtaining the full-text papers following

the inclusion and exclusion criteria described in the next section. We included the empirical studies using the different

ML techniques for identifying and handling noise in classification data sets.

2.2.1. Inclusion criteria

We defined the following inclusion criteria, a study must be reported in a complete paper published in English.

We have included empirical studies which based on noisy instances, mislabelled instances, class noise, label noise,

attribute noise, techniques used for identification of noise, and techniques used for handling of noise.
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2.2.2. Exclusion criteria

The paper must not be on Non-empirical studies, Studies included imbalanced data sets, Studies by same author in

conference as well extended version in journal, i.e, similar, and Review studies.

2.2.3. Identification and classification of papers

Included studies were published between January 1999 and July 2018. The main three key elements to our searches:

manual reading of paper titles, keyword searching using search engines and manually scanned the references list of

each relevant study. The goal of classification is divided into two-fold: first to review the recent studies on identification

of noise and second to review the recent studies on handling of noise.

We plotted to further present the distribution of research attention in each publication year in Fig. 1. There are

some studies which are included in both noise identification and handling.

 

0

1

2

3

4

5

6

7

8

9

10

1993 1995 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

NU
mb

er o
f pu

blic
atio

ns 

Year 

Fig. 1. No. of paper included per year.

2.3. Quality assessment

The quality of a study may constitute a criterion form inclusion, exclusion or supporting data analysis and synthesis.

The criteria are based on four quality assessment (QA) questions which addressing to RQ4: The details of the studies

Table 2. Quality assessment questions.

Q# Quality questions

Yes Partly

No

QA1 Is the paper based on research or is it merely a lessons learned report based on expert opinion?

QA2 Was the data collected in a way that addressed the research issue?

QA3 Is the study of value for research or practice?

QA4 Is there a clear statement of findings?

QA5 How estimate the impact of that study?

QA6 Does the study have adequate number of the average citation count per year?

QA7 Is there any comparative analysis conducted ?

QA8 Is the data set size appropriate?

QA9 Are the performance measures used to assess the classifier models clearly defined?

addressing each specific research questions are provided in Table 2. The scoring procedure was Y =✓, N = ✗. Finally,

after thorough reviews and discussions a final decision was made to the inclusion/exclusion for each study.

3. Results and Discussion

This section presents and discusses the findings of this review in response to our classification scheme of noise

identification and handling techniques.

3.1. Description of primary studies

A summary of the selected studies quality is presented in Table 3 with author name, year and reference.
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Table 3. Selected primary studies.
ID Author Year Ref

N1 D. Gamberger and S. Dzeroski 2000 [3]

N2 Rebbapragada, Umaa, and Carla E. Brodley 2007 [4]

N3 C. Q. Zhu X, Wu X 2003 [5]

N4 X. Zeng and T. Martinez 2003 [6]

N5 D. G. Borut Sluban and N. Lavra 2010 [8]

N6 Q. C. Xingquan Zhu, Xindong Wu 2010 [9]

N7 X. Zhu and X. Wu 2006 [10]

N8 L. Libralon and A. C. Lorena 2009 [11]

N9 S. D. N. Segata, E. Blanzieri 2009 [12]

N10 C. Libralon, Giampaolo L. and A. C. Lorena 2009 [13]

N11 S. Kim, H. Zhang and L. Gong 2011 [14]

N12 R. Moosavi, M. Fazaeli Javan 2010 [15]

N13 S. Z. Huawen Liua 2012 [16]

N14 L.K. Soh and J. Bernadt 2003 [17]

N15 A. C. A. Miranda, L. Garcia and A. Lorena 2009 [18]

N16 M. Prem Melville, Nishit Shah 2004 [19]

N17 N. L. Borut Sluban, Dragan Gamberger 2012 [20]

N18 A. C. L. Garcia, Luis Paulo F. and A. C. Carvalho 2012 [21]

N19 M. R. Smith and T. Martinez 2011 [22]

N20 W. T. Zhong, Shi and T. M. Khoshgoftaar 2005 [23]

N21 J. V. H. Khoshgoftaar, Taghi M. and A. Napolitano 2011 [24]

N22 W. Jeatrakul, Piyasak and C. C. Fung 2010 [25]

N23 L. Guan, Donghai and S. Lee 2011 [26]

N24 Zhang, Peng, Xingquan Zhu, Yong Shi, Li Guo, and X. Wu 2011 [2]

N25 C.-M. Teng 2001 [27]

N26 T. M. K.-J. V. H. Folleco, Andres and L. Bullard 2008 [28]

N27 C. M. Teng 2004 [29]

N28 W. Sun, Jiang-wen and S. fu Chen 2007 [30]

N29 V. Khoshgoftaar, T 2005 [31]

N30 J. Kubica and A. Moore 2003 [32]

N31 C. M. Teng 2003 [33]

N32 B. Yan Zhang, Xingquan Zhu 2005 [34]

N33 S. Gernot Armin Liebchen, Bhekisipho Twala 2007 [35]

N34 S. Shah and A. Kusiak 2010 [36]

N35 C. M. Teng 2003 [37]

ID Author Year Ref

N36 X. Zeng and T. R 2001 [38]

N37 S. L. Muhlenbach, Fabrice and D. A. Zighed 2004 [39]

N38 D. G. Sluban, Borut and N. Lavra 2010 [40]

N39 Cao, Jingjing, Sam Kwong, and Ran Wang 2012 [41]

N40 Lorena, Ana C., and A. C. P. L. F. Carvalho 2004 [72]

N41 S. Ipeirotis, Panagiotis G. and J. Wang 2013 [42]

N42 C. M. Teng 2000 [43]

N43 F. M. Lallich, Stphane and D. A. Zighed 2002 [44]

N44 Smith, Michael R., and Tony Martinez 2014 [45]

N45 Dong Wang, Xiaoyang Tan 2014 [46]

N46 Fefilatyev, D., Kasturi, R. and Bunke, H. 2012 [47]

N47 Jose A. Saez, Mike Galar, Julian Luengo, Francisco Herrera 2016 [48]

N48 Jose A.Saez, Julian Luengo , Francisco Herrera 2016 [49]

N49 Luis P.F.Garcia, Andre C.P.L.F.deCarvalho , AnaC.Lorena 2016 [50]

N50 Garcia, LPF, de Carvalho ACPLF, Lorena AC 2015 [51]

N51 Cesa-Bianchi and Shamir, Ohad 2010 [52]

N52 Borut Sluban, Nada Lavrac 2015 [53]

N53 Maryam Sabzevari, Gonzalo Martinez-Munoz, Alberto Suarez 2015 [54]

N54 Pelletier, Charlotte et al 2017 [73]

N55 Yuan, Weiwei, Donghai Guan, Tinghuai Ma et al 2018 [74]

AN1 Taghi M. Khoshgoftaar 2005 [55]

AN2 Ling Sun, Jia-Yu Chi, Zhong-Fei LI1 2006 [56]

AN3 Michael Mannino, Yanjuan Yang , Young Ryu 2009 [57]

AN4 Jiye Li and Nick Cercone 2000 [58]

AN5 Khoshgoftaar, Taghi M and Van Hulse, Jason 2005 [59]

AN6 Kamal M. Ali Michael J. Pazzani 1993 [60]

AN7 Jason D. Van Hulse Taghi M Khoshgoftaar and Haiying Huang 2007 [61]

AN8 Wah, Catherine and Belongie, Serge 2010 [62]

AN9 Taghi M. Khoshgoftaar 2004 [63]

AN10 Omid Naghash Almas and Wan Mei Tang 2016 [64]

AN11 Michael Mannino, Yanjuan Yang and Young Ryu 2009 [65]

AN12 Goldman Sally A. and Robert H. Sloan 1995 [66]

AN13 Khoshgoftaar, Taghi M., and Jason Van Hulse 2009 [67]

AN14 Ying Yang, Xindong Wu, and Xingquan Zhu 2004 [68]

AN15 Lukaszewski, Tomasz, et al. 2011 [69]

AN16 Hua Yin, Hongbin Dong, Yuxuan Li 2009 [70]

3.2. Publication source

The major publications were in IEEE Transactions on Machine learning, Journal of Pattern recognition, IEEE

Transactions on Software Engineering, Machine learning Research, Journal of Pattern recognition, Pattern recognition

letters, Data and Knowledge Engineering, Information Sciences and so on. The studies included in our investigation

59% were present in journals and 41% were present in conferences.

3.2.1. Quality assessment

A summary of the questions used to assess the quality of these studies is presented in Section II. The score for each

study is shown in Table 4.

3.2.2. Impact of included studies

We can estimate the impact of included studies, by counting the number of times a study has been cited. Figure 2

shows citation counts of included studies.

As we can see, the lowest citation count and the highest citation counts are 0 and 487, respectively. Forty-two

papers (around 81%) have a citation count in the range of 0-50, only ten papers (19 %) have high citation counts in

the range of 50-147.

3.3. RQ1: How we classify the noise in classification problems?

The real world data set can usually be characterized by two information sources: (1) attributes, and (2) class labels.

Depending on these sources there are two types of noise present on the classification problems: class noise and attribute

noise.

3.3.1. Class noise

The class labels noise represents whether the class of each instances is correctly assigned or not. There are two

possible sources for class noise:

1. Contradictory instances: The same instances appear more than once in the data set and are labeled with different

class labels. For example the same instances with different class labels.
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Table 4. Quality Assessment.
Paper ID QA1 QA2 QA3 QA4 QA5 QA6 QA7 QA8 QA9

N1 ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓

N2 ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✗ ✓

N3 ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✗

N4 ✓ ✓ ✗ ✗ ✓ ✓ ✗ ✓ ✓

N5 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

N6 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N7 ✓ ✓ ✓ ✗ ✓ ✓ ✗ ✓ ✗

N8 ✓ ✗ ✓ ✓ ✗ ✓ ✓ ✗ ✓

N9 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N10 ✓ ✗ ✓ ✓ ✗ ✓ ✓ ✗ ✗

N11 ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✗ ✓

N12 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

N13 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N14 ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

N15 ✓ ✗ ✓ ✓ ✗ ✓ ✓ ✗ ✗

N16 ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓

N17 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N18 ✗ ✓ ✗ ✓ ✓ ✓ ✗ ✓ ✓

N19 ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✗

N20 ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✗

N21 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N22 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N23 ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓

N24 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N25 ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✗

N26 ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✗

N27 ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

N28 ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓

N29 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N30 ✓ ✗ ✓ ✗ ✓ ✓ ✓ ✗ ✓

N31 ✗ ✗ ✓ ✓ ✓ ✗ ✓ ✗ ✗

N32 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N33 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

N34 ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✗

N35 ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✗ ✗

Table 5. Quality Assessment
Paper ID QA1 QA2 QA3 QA4 QA5 QA6 QA7 QA8 QA9

N36 ✓ ✓ ✗ ✓ ✗ ✓ ✗ ✓ ✗

N37 ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓

N38 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N39 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N40 ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✗

N41 ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓

N42 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N43 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N44 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N45 ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✗

N46 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N47 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

N48 ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✓ ✓

N49 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N50 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

N51 ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✓ ✓

N52 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N53 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

N54 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

N55 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

AN1 ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✗

AN2 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

AN3 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

AN4 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

AN5 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

AN6 ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓

AN7 ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓

AN8 ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓

AN9 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

AN10 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

AN11 ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓

AN12 ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✗

AN13 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

AN14 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

AN15 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

AN16 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

2. Mislabeled instances: Instances are labeled with wrong class label. This type of errors is common in situations

that different classes have similar symptoms.
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Fig. 2. Citation counts of included studies.

3.3.2. Attribute noise

In contrast to class noise, attribute noise reflects erroneous values for one or more attributes (independent variables)

of the data set. Different types of attribute noises are there:

Three types of attribute noise are distinguished: erroneous attribute values, missing or don’t know values and

incomplete or don’t care values[71]. The effectiveness and efficiency of DM/ML methods largely depend on the
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Table 6. Class Noise Identification studies.
Class Noise Identification

Techniques

Paper ID

Distance based N12, N13, N14, N15, N16, N17, N18, N47, N50.

Single learning based N1, N2 ,N3, N4, N6, N8 ,N9, N10, N11, N24, N27, N46,

N36, N53.

Ensemble based N5, N7, N20, N21, N22, N23, N25, N26, N28, N29, N39,

N45.

Table 7. Class Noise Handling Studies

Class Noise Handling

Techniques

Paper ID

Robust N30, N31, N38, N40, N51, N52, N53

Filtering N30, N35, N37, N38, N40, N44, N46

Polishing N29, N30, N32, N33, N36, N37, N38, N40, N41, N42,

N43, N44, N48, N49

quality of the data sets used to build the data mining models. This makes the quality of the data set a significant issue

in practice.

3.4. RQ2: Which ML techniques has been used for noise identification?

In this section we have included studies those are belonging to identification techniques of class and attribute noise

in data-sets.

3.4.1. RQ2.1: Which techniques are used for identification of class noise?

Class Noise Identification Techniques. There are three main categories of noise identification techniques: Ensemble

techniques, distance based algorithm and single learning based techniques to identify noisy instances. Distance-based

techniques use closeness measures to ascertain the separation between instances from an information set and utilize

this data to distinguish conceivable noisy instances in data. In Ensemble techniques are used to predict noisy instances

(mislabeled) in original data sets [7]. In these methods, multiple classifiers are employed to detect mislabeled data.

They assume that multiple classifiers tend to generate conflicting class labels for the mislabeled examples. Instead

of using distance based and ensemble learning, there are some methods that are based on a single classifier, like a

decision tree or neural network.
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Now we discuss each techniques which are evolved in the studies individually.

Attribute Noise Identification Techniques. A very few methods are available for detecting instances with attribute

noise, largely due to the high complexity of the problem. There are different techniques to identified attribute noise

proposed by the [71]. In pairwise attribute algorithm (PANDA) yields a relative ranking of instances from the most to

least noisy. PANDA is attractive because it can be used with or without knowledge of class labels, in contrast to other

noise detection procedures [47].

4. RQ3: Which ML techniques has been used for handling noise?

After the identification of noise our next task is to handle these noise. In this section we discuss about the different

handling techniques.

Handling Class Noise. After the identification of noisy instances, our next task is to handle these noisy instances.

In this section, we discuss the different handling techniques. There are three techniques to handle noise in data sets:

Noise can be ignored, whereas the techniques analysis have to be robust enough to cope with over-fitting. Noise can

be filtered out of the data set after its identification, or it can be altered. The last approach is also called polishing or

data scrubbing or relabeling.
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Handling Attribute Noise. After the identification of noise in attribute next we use these techniques to handle these

attributes. In this section we discuss different techniques which help us to handle missing, erroneous and irrelevant

or redundant attribute values. In general, methods to handle erroneous attribute values belong either to filtering or

polishing. Filtering is removing erroneous attribute values from data set. Imputation is to identify noise for an attribute,

imputation predicts what the clean value is and identify other values suspicious.

5. Discussion

In comparison with class noise, the attribute noise is usually less harmful, but could still bring severe problems

to data analysis. Robust algorithms are common in the machine learning community, where the standard approach

to coping with imperfections is to delegate the burden to the theory builder. The data set retains the noisy instances,

and each algorithm must institute its own noise-handling routine to ensure robustness, duplicating the effort required

even if using the same data set in each case. Polishing can help, but when performed improperly, it can also introduce

phantom features into the data. In filtering out the noisy instances, there is an obvious trade off between the amount

of noise removed and the amount of data retained.

In the extreme case, where every instance is in some way less than perfect, the whole data set might be discarded,

leaving us with nothing to analyze. Identification of class noise by distance based techniques mostly based on nearest

neighbor algorithm; easy to understand and implement but for example, assume that the examples that are close to

each other tend to have the same label; this assumption is not valid for all the data sets. The accuracy of ensemble

techniques to detect mislabeled data is usually better than the other two methods as multiple learning algorithms

can complement with each other but it consuming more time because multiple classifiers need to be trained. Single

learning based method in terms of efficiency, usually better because it is more suitable for the highly dynamic noisy

data.

6. Conclusions

The issue of dealing with noise finds applications in numerous domains, where it is attractive to determine inter-

esting and irregular occasions in the movement which produces such information.

The basic techniques are discussed in this paper have also been searched extensively, and have been studied widely

in the literature. Details of these methods provided in this paper to identify and handle noise in data sets. Identification

and handling noise is important for researchers and practitioners to accurately handle their data and predict future

trends. The issue of handle noise turns out to be particularly testing, when huge connections exist among the distinctive

information focuses. Noisy data investigation has tremendous scope for research, especially in the area of structural

and temporal analysis.
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