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Abstract

Rapid growth in the Internet usage and diverse military applications have led researchers to think of intelligent

systems that can assist the users and applications in getting the services by delivering required quality of service in

networks. Some kinds of intelligent techniques are appropriate for providing security in communication pertaining to

distributed environments such as mobile computing, e-commerce, telecommunication, and network management. In

this paper, a survey on intelligent techniques for feature selection and classification for intrusion detection in networks

based on intelligent software agents, neural networks, genetic algorithms, neuro-genetic algorithms, fuzzy techniques,

rough sets, and particle swarm intelligence has been proposed. These techniques have been useful for effectively

identifying and preventing network intrusions in order to provide security to the Internet and to enhance the quality of

service. In addition to the survey on existing intelligent techniques for intrusion detection systems, two new algorithms

namely intelligent rule-based attribute selection algorithm for effective feature selection and intelligent rule-based

enhanced multiclass support vector machine have been proposed in this paper.

Keywords: Survey; Intrusion detection system; Neural networks; Fuzzy systems; Swarm intelligence; Particle swarm

intelligence

Review
Intrusion detection systems

Recently, Internet has become a part and parcel of daily

life. The current internet-based information processing

systems are prone to different kinds of threats which

lead to various types of damages resulting in significant

losses. Therefore, the importance of information security

is evolving quickly. The most basic goal of information

security is to develop defensive information systems

which are secure from unauthorized access, use, disclos-

ure, disruption, modification, or destruction. Moreover,

information security minimizes the risks related to the

three main security goals namely confidentiality, integ-

rity, and availability.

Various systems have been designed in the past to

identify and block the Internet-based attacks. The most

important systems among them are intrusion detection

systems (IDS) since they resist external attacks effect-

ively. Moreover, IDSs provide a wall of defense which

overcomes the attack of computer systems on the Inter-

net. IDS could be used to detect different types of

attacks on network communications and computer sys-

tem usage where the traditional firewall cannot perform

well. Intrusion detection is based on an assumption that

the behavior of intruders differ from a legal user [1].

Generally, IDSs are broadly classified into two categories

namely anomaly and misuse detection systems based on

their detection approaches [2,3]. Anomaly intrusion

detection determines whether deviation from the estab-

lished normal usage patterns can be flagged as intru-

sions. On the other hand, misuse detection systems

detect the violations of permissions effectively. Intrusion

detection systems can be built by using intelligent agents

and classification techniques. Most IDSs work in two

phases namely preprocessing phase and intrusion de-

tection phase. The intrusions identified by the IDSs

can be prevented effectively by developing an intrusion
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prevention system. This paper mainly provides a survey

on intelligent techniques proposed for developing IDSs.

In addition, it explains about a new IDS which has been

developed using two proposed algorithms namely intelli-

gent rule-based attribute selection algorithm and intelli-

gent rule-based enhanced multiclass support vector

machine (IREMSVM).

Intelligent intrusion detection systems

Intelligent IDSs are the ones considered to be intelligent

computer programs situated in either a host or a network

which analyzes the environment and acts flexibly to

achieve higher detection accuracy [4,5]. These programs

compute the actions to be performed on the environment

both by learning the environment and by firing rules of

inference [6]. Intelligent IDSs are capable of decision mak-

ing and constraint checking. In most intelligent systems,

either rules are fired or agents are used for decision mak-

ing. Moreover, a set of static agents or a set of mobile and

static agents have been used to achieve a single goal. Intel-

ligent intrusion detection systems have been developed by

proposing intelligent techniques for preprocessing and

effective classification. Such IDSs have provided better

detection rate in comparison with the other approaches.

Intelligent preprocessing techniques

Feature selection (or preprocessing) consists of detecting the

relevant features and discarding the irrelevant ones, with the

goal of obtaining a subset of features that describe the given

problem properly with a minimum degradation of perform-

ance. It has several advantages [7], such as improving the

performance of the machine learning algorithms, data under-

standing, gaining knowledge about the process and helping

to visualize it, data reduction, limiting storage requirements,

and helping in reducing processing costs.

There are two main models that deal with feature se-

lection: filter methods and wrapper methods [8]. While

wrapper models involve optimizing a predictor as part of

the selection process, filter models rely on the general

characteristics of the training data to select features with

independence of any predictor. Wrapper models tend to

give better results and this model is more precise than

the filter model.

Intelligent classification techniques

Classification [9,10] is used to learn a model called classi-

fier from a set of labeled data instances called training and

then to classify a test instance into one of the classes using

the learned model known as testing. Classification-based

anomaly detection techniques operate in a similar two-

phase fashion. The training phase learns a classifier using

the available labeled training data. The testing phase classi-

fies a test instance as normal or anomalous, using the clas-

sifier. Classification-based anomaly detection techniques

operate under either one-class classifier or multi-class

classifier.

One-class-classification-based anomaly detection tech-

niques assume that all training instances have only one

class label. Such techniques learn a discriminative bound-

ary around the normal instances using a one-class classifi-

cation algorithm. Any test instance that does not fall

within the learned boundary is declared as anomalous.

Multi-class-classification-based anomaly detection tech-

niques assume that the training data contains labeled

instances belonging to multiple normal classes [11]. Such

anomaly detection techniques teach a classifier to distin-

guish between each normal class and the rest of the clas-

ses. A test instance is considered anomalous if it is not

classified as normal by any of the classifiers. Some tech-

niques in this subcategory associate a confidence score

with the prediction made by the classifier. If none of the

classifiers are confident in classifying the test instance as

normal, the instance is declared to be anomalous.

Many intelligent classification techniques namely deci-

sion trees, neural networks (NN), navie bayes and fuzzy

set-based approach are available in the literature. This

paper considers the most important intelligent classifica-

tion techniques for comparison.

Decision trees

A decision tree [12] is a tree where each non-terminal

node represents a test or decision on the considered

data item. Choice of a certain branch depends upon the

outcome of the test. To classify a particular data item,

the decision tree algorithms start at the root node and

follow the assertions down until it reaches a terminal

node (or leaf ). A decision is made when a terminal node

is approached. Decision trees can also be interpreted as

a special form of a rule set, characterized by their hier-

archical organization of rules.

Neural networks

NN [13] are those systems modeled based on the human

brain working. As the human brain consists of millions of

neurons that are interconnected by synapses, a neural net-

work is a set of connected input or output units in which

each connection has a weight associated with it. The net-

work learns in the learning phase by adjusting the weights

so as to be able to predict the correct class label of the

input. An artificial neural network consists of connected

set of processing units. The connections have weights that

determine how one unit will affect another. Subsets of

such units act as input and output nodes, and the

remaining nodes constitute the hidden layer. By assigning

activation to each of the input node and allowing them to

propagate through the hidden layer nodes to the output

nodes, neural network performs a functional mapping

from input values to output values.
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Naive Bayesian classifiers

Naive Bayesian classifiers [14] use Baye's theorem to

classify the new instances of a data sample X. Each in-

stance is a set of attribute values described by a vector,

X = (x1, x2,…, xn). Considering m classes, the sample X is

assigned to the class Ci if and only if P(X | Ci) P(Ci) > P

(X | Cj) P(Cj) for all i and j in (1, m) such that j < > i.

The sample belongs to the class with maximum pos-

terior probability for the sample. For categorical data,

P(Xk | Ci) is calculated as the ratio of frequency of value

Xk for attribute Ak and the total number of samples in

the training set. For continuous valued attributes, Gaussian

distribution can be assumed without loss of generality. In

naive Bayesian approach, the attributes are assumed to be

conditionally independent. In spite of this assumption,

naive Bayesian classifiers give satisfactory results because

focus is on identifying the classes for the instances, not the

exact probabilities. Applications like spam mail classifica-

tion and text classification can use naïve Bayesian classi-

fiers. Theoretically, Bayesian classifiers are least prone to

errors. The limitation is the requirement of the prior prob-

abilities. The amount of probability information required is

exponential in terms of number of attributes, number of

classes, and the maximum cardinality of attributes. With

increase in number of classes or attributes, the space and

computational complexity of Bayesian classifiers increase

exponentially.

Fuzzy sets

Fuzzy sets [15,16] form a key methodology for represent-

ing and processing uncertain information. Uncertainty

arises in many forms in today's databases: imprecision,

non-specificity, inconsistency, vagueness, etc. Fuzzy sets

exploit uncertainty in an attempt to make system com-

plexity manageable. As such, fuzzy sets constitute a

powerful approach not only to deal with incomplete,

noisy, or imprecise data but also to help in developing un-

certain models of the data that provide smarter and

smoother performance than traditional systems.

Dataset and performance metrics

Dataset

Since 1999, KDD’99 [17,18] has been the most widely used

data set for the evaluation of anomaly intrusion detection

methods. The KDD’99 Cup data set was prepared by

Stolfo et al. [19] and was built based on the data captured

in DARPA’98 IDS evaluation program [20,21]. This dataset

was taken from the Third International Knowledge Dis-

covery and Data Mining Tools Competition (KDD Cup

99). In this data set, each connection record is described

by 41 attributes. The list of attributes consists of both

continuous-type and discrete type variables, with statistical

distributions varying drastically from each other, which

makes the intrusion detection a very challenging task. The

simulated attacks fall in one of the following four categor-

ies namely, denial of service (DoS), user to root (U2R), re-

mote to local (R2L), and probe attacks. KDD’99 features

are classified into three groups namely, basic features, traf-

fic features, and content features. Traffic features are also

classified into two types namely same host features and

same service features.

Features present in KDD’99 Cup data set are grouped

into three categories and are discussed below.

a. Basic Features: Basic features comprises of all the

attributes that are extracted from a TCP/IP connection.

These features are extracted from the packet header

and includes src_bytes, dst_bytes, protocol etc.

b. Content Features: These features are used to

evaluate the payload of the original TCP packet and

looks for suspicious behavior in the payload portion.

This includes features such as the number of failed

login attempts, number of file creation operations

etc. Moreover, most of the R2L and U2R attacks

don’t have any frequent sequential patterns. This is

due to the fact that DoS and Probing attacks involve

many connections to some host(s) in a very short

duration of time but the R2L and U2R attacks are

embedded in the data portions of the packets, and

generally involves only a single connection. Hence,

content based features are used to detect the attacks.

c. Traffic Features: These include features that are

computed with respect to a window interval and are

divided into two categories

i) “Same host” features: These features are derived

only by examining the connections in the past

2 seconds that have the same destination host as

the current connection, and compute statistics

related to protocol behavior, service etc.

ii) “Same service” features: These features examine

only the connections in the past 2 seconds that

have the same service as the current connection.

The above two types are called “time based traffic

features”.

Apart from these, there are various slow probing

attacks that scan the hosts or ports using time interval

greater than 2 seconds. As a result, these types of attacks

do not generate intrusion patterns with a time window

of 2 seconds. To overcome this problem, the “same host”

and “same service” features are normally re-computed

using a connection window of 100 connections.

Performance metrics

By using its ability to make correct predictions, the

effectiveness of the IDS is evaluated based on four possible

metrics namely true negative rate (TNR), true positive rate

(TPR), false positive rate (FPR), and false negative rate
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(FNR). If the actual class in the validation dataset is nor-

mal and is classified as normal, then TPR is incremented

by 1 for each of the record. TNR is obtained if abnormal

records are classified as abnormal records. FNR is ob-

tained if normal record is classified as an anomaly record,

and FPR is attained if abnormal record is classified as nor-

mal. Moreover, the most popular performance metrics for

IDSs namely the detection rate (DR) and the false positive

rate (FPR) are considered in this paper for effective ana-

lysis. DR is a ratio between number of anomaly (normal)

correctly classified and total number of anomaly (normal).

FPR is a ratio between number of anomalies incorrectly

classified and total number of anomalies. An IDS should

have a high DR and a low FPR. Other commonly used

combinations include precision and recall, or sensitivity

and specificity.

Testing scenario

In this paper, the KDD cup data have been used for evalu-

ating the most prominent algorithms available in the lit-

erature for feature selection and classification. A subset

that consists of 10% of the records available from the

KDD cup data set were used to evaluate the algorithms

discussed in this paper due to the large number of records

present in the data set. The data set were chosen in such a

way this subset reflects all the properties necessary for dis-

tributing the four types of attacks and also the normal re-

cords. Moreover, tenfold cross validation was carried out

on this subset of data by dividing this chosen data set into

ten parts in which each tie nine parts are used for training

and one part for testing. The experiments were carried

out using Java programs written and tested for different al-

gorithms presented in this paper. The results obtained are

discussed in this paper based on the data analysis using

KDD cup data set.

Works on intelligent IDSs
In recent times, a lot of computational intelligence ap-

proaches were used for effective intrusion detection. The

techniques include intelligent agent-based system, neural

network-based IDSs, genetic algorithms, fuzzy and rough

sets, particle swarm intelligence, and soft computing

techniques.

Survey of intelligent agent-based systems

Intelligent agent-based systems are classified into four

types namely simple agents, multi agents, mobile agents,

and ant-based agents.

Static agents

In the past, two types of static agents have been proposed

namely simple and multi-agents. Simple agents have the

capability to sense the environment and to act upon them.

Bakar et al. [22] proposed a new agent-based approach for

intrusion detection using rough set-based classification

technique that uses simple agents. This technique generates

rules from the data available on a large database and has

mechanisms through rough sets to handle noise and uncer-

tainty in data. However, provision of a rough classification

model or rough classifier is computationally expensive,

especially in its reduced computation phase.

Multi agent systems are employed to attain inherently

robust solutions to many robotic applications like explor-

ation, surveillance, patrolling, target tracking, and intelli-

gent transportation. In these situations, agents could

perform different and possibly independent tasks, but at

the same time, they cooperate in order to guarantee the en-

tire system's safety. Cooperation among agents is obtained

through a shared set of rules according to which all agents

are supposed to plan their actions. Adriano Fagiolini et al.

[23] addressed the major problem where the uncooperative

behavior in a team of hybrid agents are detected and pro-

posed the architecture of a decentralized monitor to be em-

bedded on the agents. By the path of this monitoring

process, each agent was able to establish whether its neigh-

bors are cooperative or not. The major advantages of this

agent architecture are the scalability and decentralization.

The disadvantage of this agent is not considering the im-

plementation aspects of such monitors. Xiaodong Zhu

et al. [24] presented a multi-agent-based intrusion detec-

tion system named multi-agent-based intelligent intrusion

detection system. The learning agent module in that system

is self-adjusting and learns the network-based audit data

and the host-based audit data, with a capability of learning

more than one technique of data mining, such as associ-

ation rules and so on. The learning agent also could pro-

duce rules, and the detection agent could detect audit data

according to these rules and respond to them. The experi-

mental results show that their system has very high self-

adapting ability, intelligence, and expansibility.

In the work of Gou Xiantai et al. [25], they have focused

on the first-class automatic reaction of containment since

it is quite practical and easy to set up a worm containment

system for a metropolitan area networks (MAN) but not

for the whole Internet. Hence,multi-agent system for worm

detection and containment in MAN was given to limit the

propagation of worms in MAN. The major advantage of

the system are that it could prevent the whole MAN from

being fallen down because of the worm scan and the worm

attack such as distributed denial of service (DDoS), and it

is very effective in blocking random scanning worms that

most commonly have been encountered. The disadvantage

of this system is that it is not appropriate for restricting

other types of worms such as the flash worms, topological

worms [26] and random scanning worms that infect net-

works faster than any other type of worms. Due to various

drawbacks, they tend to be very noisy and hence waste a

lot of network bandwidth and crash the routers. So, it is
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very important to have some automatic reaction mechan-

ism to limit the propagation of such type of worms.

Mobile agents

Mobile agents move from one host to another to carry out

specific tasks. Ghenima Bourkache et al. [27] proposed a

prototype of architecture of an anomaly distributed intru-

sion detection system for ad hoc networks that functions

using a society of mobile and reactive agents carrying out

intelligent and distributed intrusion detection. Their dis-

tributed model aimed at solving the problems faced by the

hierarchical intrusion detection systems namely lower de-

tection workload and great overhead. It proposes a tech-

nique for finding the main cause of the attack by the

response engine in order to isolate the intruder from the

network. Another work that uses mobile agents for intru-

sion detection was proposed by Wang et al. [28].

An integrated framework was proposed in [29] to

guide the design of a mobile agent-based network man-

agement system namely the mobile agent-based frame-

work for security-enhanced autonomous network and

system management. This framework has offered two

distinct advantages: (1) the provision of a secure agent-

based management infrastructure and (2) the capability

of achieving enhanced network management functional-

ities. They proposed two novel security schemes, namely

the visibility protection scheme and the visa-based

authentication scheme, for protection of management

information and authentication and resource access con-

trol of management agents, respectively. Mobile agents

could facilitate the implementation of robust, attack-

resistant IDS architectures [30]. Agents were supposed

to relocate when sensing danger or suspicious activity,

clone for redundancy or replacement, operate autono-

mously and asynchronously from where created, collab-

orate and share knowledge, and be self organizing.

Moreover, agents are amenable to genetic diversity,

which also helped to avoid attacks aimed at circumvent-

ing the known and stable detection mechanisms of IDS.

Ant based agents

The ant colony optimization (ACO) algorithm depicted a

probabilistic technique for solving computational prob-

lems which could be reduced to find good paths through

graphs based on the strategies of real ants [31]. It was ini-

tially proposed in 1992 by Colorni, Dorigo, and Maniezzo

[29,30]. In ACO, each artificial ant is considered as a sim-

ple agent, communicating with other ants only indirectly

and by affecting changes to a common environment.

Chi-Ho Tsang et al. [32] presented a multi-agent IDS

architecture for scalable intrusion detection and preven-

tion in large switched networks in industrial plants. This

unsupervised anomaly detection model based on ant col-

ony was proposed and implemented in the decision agents

in order to search heuristically for the near-optimal clus-

tering with compact structure. The empirical results

proved that this system could significantly improve the

overall performance of existing ant-based clustering algo-

rithms. On the other hand, this ant colony-based model

could automatically determine the number of clusters that

was critically required to be input in other clustering algo-

rithms such as k-means, fuzzy c-means, and e-m cluster-

ing. They proved that ant agents are useful for reducing

false positives in IDS.

Neural networks based IDSs

Neural networks are composed of basic units somewhat

analogous to neurons. These units are linked with each

other using the connection whose strength is modifiable

as a result of a learning process or algorithm. Each of

these units were integrated independently (in parallel)

the information provided by its synapses in order to

evaluate its state of activation. The unit response was

then a linear or nonlinear function of its activation. Lin-

ear algebra concepts are used, in general, to analyze lin-

ear units, with eigenvectors and eigenvalues being the

core concepts involved. This analysis made clear about

the strong similarity between linear neural networks and

the general linear model developed by statisticians. The

linear models presented here are the perceptron and the

linear associator. The behavior of nonlinear networks

could be described within the framework of optimization

and approximation techniques with dynamical systems.

Neural networks for preprocessing

A NN-based approach was introduced by Verikas and

Bacauskiene [31] with salient features for classification. This

is a feed-forward neural network. This approach involved

neural network training with an augmented cross-entropy

error function. A new feature selection algorithm [33]

based on the wrapper approach using neural networks. The

vital aspect of this algorithm is the automatic determination

of neural network architectures during the feature selection

process. According to this algorithm, it used a constructive

approach involving correlation information in selecting fea-

tures and determining neural network architectures. It

would reduce the redundancy information resulting in

compact neural network architecture.

Neural networks for classification

Jeich Mar et al. [34] proposed an IDS based on adaptive

neuro-fuzzy inference system (ANFIS) rule to minimize

the detection delay for the de-authentication attacks on

the medium access control layer of a wireless local area

network (WLAN). Both the average sequence number gap

between the successive packets and the average statistical

value of the de-authentication packets received by an

access point are used to detect the de-authentication DoS
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attack. This ANFIS-IDS experimental platform was

implemented and tested by the authors against real de-

authentication DoS attack to empirically evaluate its aver-

age detection delay and average FAR. The performance of

the IDS using the proposed ANFIS method was compared

by them with non-parametric sequential change point

detection algorithm in a practical WLAN environment.

Debar et al. [35] developed a NN model for IDS. The

main advantage of this system is that the deviation to the

normal behavior of the user could be easily diagnosed fairly

and quickly by the NN. They used this capability as the goal

of the IDS to detect potential intruders as quick as possible.

Joo et al. [36] proposed a NN model to improve the per-

formance of IDS using the asymmetric cost of false positive

and false negative errors. Their approach differs from other

approaches in measuring the system performance since it

has considered asymmetric costs of errors rather than pre-

diction accuracy in intrusion detection. Liu et al. [37] de-

scribed a network IDS based on artificial neural networks

(ANN). According to that system, the NNs are used to clas-

sify without consulting a domain expert; hence, this auto-

mation helped to detect both known and novel intrusions.

The key part of the work was focused on the development

of an adaptive resonance theory (ART) NN, and it is

trained in real-time in an unsupervised way.

Moradi and Zulkernine [38] presented an ANN approach

for intrusion detection. One of the limitations of that ap-

proach was the increase in training time, and also it does

not provide a description on why certain network traffic

was intrusive. Sarasamma et al. [39] proposed a novel

multilevel hierarchical Kohonen net to detect intrusions in

networks. In their work, randomly selected data points

forming the KDD Cup 99 were used to train and test the

classifier. The results obtained by them proved that the

hierarchical Kohenen net in which each layer operates on a

small subset of the feature space was superior to a Kohenen

net operating on the entire feature space in detecting vari-

ous kinds of attacks. Amini et al. [40] introduced an intelli-

gent method for detecting known and unknown attacks.

Unsupervised neural nets are used by them to detect intru-

sions in real time which can perform the analysis of new

data over time without retraining. ART and self-organizing

map NNs are evaluated using offline data in their work.

Koutsoutos et al. [41] presented a NN classifier ensem-

ble system using a combination of NNs which is capable

of detecting network attacks on web servers. Their system

could identify unseen attacks and categorize them. The

performance of the NN used by them for detecting attacks

from audit dataset is fair with success rates of more than

78% in detecting novel attacks. However, it suffers from

high false alarm rates; hence, it was necessary to propose

suitable enhancements to the work. Shun and Malki [42]

presented a NN-based IDS for detecting Internet-based at-

tacks on a computer network. NNs are used by them to

identify and predict current and future attacks in which

the feed-forward NN with the back propagation training

algorithm was employed to detect intrusions. They ob-

served that the experimental results on KDD Cup 99 data-

set show promising results for detection of intrusion when

NNs are used for classification. Thomas and Balakrishnan

[43] addressed the problem of optimizing the performance

of IDS using fusion of multiple sensors. The trade-off be-

tween the detection rate and false alarm highlighted that

the performance of the detector is better when the fusion

threshold is less. In their work, NN-supervised learner has

been designed and implemented to determine the weights

of individual IDSs depending on their reliability in detecting

a certain attack. The final stage of this data-dependent fu-

sion architecture is a sensor fusion unit which computes

the weighted aggregation in order to make an appropriate

decision. The major limitation with this approach was that

it required large computing power; hence, the training time

was increased.

Linda et al. [44] presented an IDS using NN-based mod-

eling for detection of anomalous activities. The major con-

tributions of their approach are the use and analysis of real

network data obtained from an existing critical infrastruc-

ture, the development of a specific window-based feature

mining technique, construction of training dataset using

randomly generated intrusion vectors, and the use of a

combination of two NN learning algorithms, namely the

error-back propagation and Levenberg-Marquardt algo-

rithms, for normal behavior modeling. The major limita-

tions of the approaches discussed in the literature using

ANN for IDS is in training of NNs, i.e., computational load

is very high. The time required for training is normally very

high which is important for obtaining efficient NNs. There-

fore, in the proposed work, a neuro-genetic algorithm has

been designed and implemented by incorporating a genetic

algorithm (GA) component into the ANN in the training

phase. GA generates optimal weights by means of a special

fitness function which has been designed specifically for

weight adjustment in this research work; hence, it is used

by ANN to learn the characteristics of normal pattern and

attack types effectively.

Genetic algorithm-based IDSs

Genetic algorithm for simplified security audit trials ana-

lysis (GASSATA) proposed by Me [45], introduced a new

genetic algorithm for the misuse intrusion detection. This

GASSATA constructed a two-dimensional matrix. First,

axis of the matrix specified different attacks which had

been known already. Second, the axis represents different

kinds of events derived from audit trails. Therefore, this

matrix actually represented the patterns of intrusions.

Given an audit record being monitored which had infor-

mation about the number of occurrences of every event,

this method applied genetic algorithms to find the
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potential attacks appearing in the audit record. However,

the assumption that the attacks are dependent only on

events in this method restricts its generality. There are

two steps involved in genetic algorithm: one was coding a

solution to the problem with a string of bits and the other

was finding a fitness function to test each individual of the

population against evaluation criteria.

Genetic-based feature selection

Most of the real life problems definitely need an optimal

and acceptable solution rather than calculating them pre-

cisely at the cost of degraded performance, time and space

complexities. Therefore, it was necessary to carry out the

analysis using selected features. The problem of selecting

significant features from KDD Cup 99 dataset for intru-

sion detection could not be represented in terms of for-

mula since it was too complex. Moreover, when all the

features are used without feature selection, it took a very

longer time to calculate a solution precisely. Therefore,

the feasible approach is to use a heuristic method which

has performed the feature selection effectively. GA [46]

was a heuristic, which stated that it estimated a solution

and generated the optimized results. Among various heur-

istic methods, GA [47] was supposed to be more promis-

ing since it has differed in many ways from other

heuristics. First, GA works on population of possible solu-

tions, while other heuristic methods use a single solution

in their iterations. Second, most heuristics are probabilistic

or stochastic in nature and hence were not deterministic.

On the other hand, each individual in the GA population

contributes well to obtain a possible solution to the prob-

lem. In GA, the algorithm starts with a set of possible so-

lutions represented by chromosomes called population. A

potential solution to a specific problem was encoded in

the form of a chromosome. By using the solution of one

population, a new population is formed. Solutions are se-

lected to form new solutions called offspring and are se-

lected according to their fitness value. Finally, GA is more

suitable in reducing the search space. Therefore, the con-

vergence of the algorithm is faster when GA is employed.

Subset generation [48] is a method of heuristic search, in

which each instance in the search space specifies a candi-

date solution for subset evaluation. The decision process

of this method is determined by some basic issues. Ini-

tially, the search starting point must be decided since it

has controlled the direction of search. Feature selection

search has started either with null set where features were

added one by one or it was started with a full set of fea-

tures and was eliminated one by one. But these methods

have the drawback of being trapped into local optima [49].

Sindhu et al. [12] introduced a new intrusion detection

model which was the combination of the following: (1) re-

moving redundant instances in order to make the learning

algorithm to be unbiased, (2) identifying suitable subset of

features by employing a wrapper-based feature selection al-

gorithm, (3) realizing proposed IDS with neuro tree to

achieve better detection accuracy. The lightweight IDS has

been developed using a wrapper-based feature selection al-

gorithm that maximizes the specificity and sensitivity of the

IDS as well as by employing a neural ensemble decision

tree iterative procedure to evolve optimal features. An ex-

tensive experimental evaluation of the proposed approach

with a family of six decision tree classifiers namely decision

stump, C4.5, naive Baye's tree, random forest, random tree,

and representative tree model to perform the detection of

anomalous network pattern has been introduced by them.

Neuro-genetic classification

Genetic paradigm is employed to choose the predominant

features, which has revealed the occurance of intrusions.

The neuro-genetic IDS (NGIDS) involves calculation of

weightage value for each of the categorical attributes so

that data of uniform representation could be processed by

the neuro-genetic algorithm. In this system, unauthorized

invasion of a user were identified and newer types of at-

tacks were sensed and classified respectively by the neuro-

genetic algorithm. The experimental results obtained in

this work shows that the system achieves improvement in

terms of misclassification cost when compared with con-

ventional IDS. The results of the experiments show that

this system could be deployed based on a real network or

database environment for effective prediction of both nor-

mal attacks and new attacks.

Fuzzy and rough sets

In this section, we discuss the topics namely fuzzy sets,

neuro-fuzzy and rough-sets. Fuzzy logic would help to

improve the detection accuracy when we are using dif-

ferent fuzzy logics. Rough sets could also be used to im-

prove the detection accuracy.

Fuzzy sets

A Fuzzy multi-class support vector machine (SVM) was

proposed in literature for network intrusion detection and

is a collaborative intrusion detection model. Four kinds of

SVM detection agents are discussed in their work and these

agents have different attributes. They are used to detect

transmission control protocol (TCP) attacks, UDP attacks,

ICMP attacks, and content-based detection separately. A

TCP detection agent was used as an example to illustrate

the construction process of detection agent. This multi-

agent collaborative detection method has increased the de-

tection speed and accuracy. The intrusion detection based

on fuzzy multi-class SVM has advantages in two aspects:

(1) it selects the least attributes to build detection agents

respectively and hence does not need all the attributes of

the network packets; (2) it is a collaborative detection sys-

tem which has improved not only the detection rate but
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also the detection accuracy. Du Hongle et al. [50] proposed

an improved v-fuzzy support vector machine (FSVM)

through introduction membership to each data point. They

reformulate the improved v-FSVM so that different input

points can make different contributions to decision hyper-

plane. In order to verify the performance of the improved

v-FSVM, they applied it to intrusion detection.

Yu-Ping Zhou et al. [51] presented a hierarchical

neuro-fuzzy inference intrusion detection system (HFIS).

In their proposed system, principal component analysis

neural network was used to reduce the input data space.

An enhanced fuzzy c-means clustering algorithm was

applied to create and extract fuzzy rules. The adaptive

neural fuzzy inference system was utilized repeatedly in

their model. At last, the system was optimized by genetic

algorithm. The main advantages of the HFIS model are

its capability to perform not only misuse detection but

also anomaly detection. Moreover, their method has

higher speed and better performance.

A hybrid intrusion detection method based on hidden

Markov model (HMM) and fuzzy logic has been proposed

by Li et al. [52]. The experimental results showed that their

method is efficient to classify the anomaly profile from the

normal profile. Comparing with other methods based on

the HMM only, this HMM- and fuzzy logic-based method

has the following advantages: first, it needs only less storage

without the profile database. With the processes being used

by more and more users, the profile database will be greatly

enlarged. So, the profile database would occupy much stor-

age with the larger and larger profile database; second, it

could reduce training time effectively, which needed less

testing data. When the profile databases are very large, the

detection speed is slower as the sequence must be com-

pared with all the records in the profile database. Their

approach detects network-based attacks only at high false-

positive rates as the processes in those attack scenarios

behave similar to the normal behavior.

Neuro-fuzzy algorithms

Neuro-fuzzy algorithms are useful for classifying large vol-

ume of data with uncertainty. A novel neuro-fuzzy net-

work for pattern classification problem has been proposed

[53]. This flexible classification system is able to determine

all of the parameters from the training set without any

prior knowledge. The proposed classification model has

been used in calculating the initial weights from the train-

ing data. This model contains two networks: one is the

feature extraction unit and the other, the inference unit.

The feature extraction unit effectively reduces the dimen-

sion of the original feature variables. The inference

determines the classification results according to the dis-

tributions of the new feature variables.

An evolutionary soft computing approach for intrusion

detection has been introduced by Toosi and Kahani [54]

and has successfully demonstrated its usefulness on the

training and testing subset of KDD cup 99 dataset. The

ANFIS network was used as a neuro-fuzzy classifier for

intrusion detection since ANFIS is capable of producing

fuzzy rules without the aid of human experts. Also, sub-

tractive clustering has been utilized to determine the

number of rules and membership functions with their

initial locations for better classification. Moreover, a

fuzzy decision-making engine was developed to make

the system more powerful for attack detection, using the

fuzzy inference approach. At last, they proposed a

method to use genetic algorithms to optimize the fuzzy

decision-making engine. Yu-Ping Zhou et al. [55] pre-

sented a hierarchical neuro-fuzzy inference intrusion

detection system. In the proposed system, princi

pal-component-analysis neural network has been used

to reduce the input data space. An enhanced fuzzy

c-means clustering algorithm has been applied to cre-

ate and extract fuzzy rules. The adaptive neural fuzzy

inference system was utilized repeatedly in their

model. At last the system has been optimized by gen-

etic algorithm. The main advantage of their model

is the capability to detect not only misuse but also

anomaly. Moreover, their proposed method has higher

speed and better performance.

Fuzzy-Genetic algorithms

A feature-extraction neuron-fuzzy classification model

(FENFCM) has been proposed by Nai Ren Guo et al.

[56] that enabled the extraction of feature variables and

has provided the classification results. This classification

model has been integrated with a standard fuzzy infer-

ence system and a neural network with supervised learn-

ing. The FENFCM automatically generated the fuzzy

rules from the numerical data and triangular functions

that were used as membership functions both in the fea-

ture extraction unit and in the inference unit. To adapt

the proposed FENFCM, two modificatory algorithms

are applied: first, they utilized evolutionary program-

ming to determine the distribution of fuzzy sets for each

feature variable of the feature extraction unit; second,

the weight-revised algorithm is used to regulate the

weight grade of the principal output node of the infer-

ence unit; finally, the FENFCM was validated using two

benchmark data sets, the Wine database and the Iris

database. Computer simulation results by them have

demonstrated that the classification model provides a

sufficiently high classification rate in comparison with

that of other models proposed in the literature.

Rough sets

Zihui Che Xueyun Ji [56] presented a new anomaly de-

tection model based on rough set reduction and HMM

on the basis of the analysis of shortcomings of other
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detection methods these days. Specifically, that method

has the following advantages:

1) The method of rough set reduction provided an

efficient way to reduce the number of attributes, as

well as the complexity of the information expression

system. It has decreased the training time of HMM

after the reduction of redundant information.

2) The rough set reduction process would also generate

decision conditions, which could be applied to further

detection after HMM evaluation. The strategy could

revise the detection results to improve the accuracy of

anomaly detection.

3) The HMM- and rough set-based approach could

identify misuse and malicious intrusion by means of

attribute reduction.

They could acquire a better HMM with a relatively small

number of training data. Their method could promote the

detection rate and decrease the false alarm rate stably.

A new feature selection algorithm combining a rough

sets and genetic algorithms on the basis of clustering was

proposed by Guo et al. [57]. Firstly, it uses the rough set

theory to process selection and then uses the improved

genetic algorithm based on clustering to find the optimal

subset in the remaining subset. This algorithm has many

advantages. In the end, it combines the results of the first

two steps to get the final results. The results of the experi-

ments show that this new method is better at detection

accuracy and false rate than the other algorithms.

Particle swarm intelligence

Swarm intelligence approach

Honey bees exhibit many features that could be used as

models for intelligent systems. These features include bee

dance (communication), bee foraging, queen bee, task se-

lection, collective decision making, nest site selection,

mating, floral/pheromone laying and navigation systems.

Queen Bee Jung [58] proposed an evaluation method

called queen-bee evolution simulating the queen bee role

in the reproduction process. This method improved the

optimization capability of genetic algorithms by enhancing

exploitation and exploration processes. Xu et al. [59]

developed a bee-swarm genetic algorithm for designing

DNA sequences that satisfied some combinatorial and

thermodynamic constraints, in which the optimum indi-

vidual of population selected as a queen bee and a random

population was introduced to reinforce the exploitation of

genetic algorithm and increase the diversity of population.

Bee dance and communication Wedde et al. [60] pre-

sented a completely decentralized multi-agent approach

on multiple layers where car or truck routing were

handled through algorithms adapted from the BeeHive

algorithms which in turn had been derived from honey

bee behavior. They reported superior performance of

over conventional approaches [61].

Task allocation Gupta and Koul [62] built an architec-

ture named Swan based on the management of beehives

by worker bees and the queen bee in the animal kingdom

for network management of Internet protocol networks in

order to overcome the shortcomings of traditional net-

work management software. Similarity between honey bee

and agents teamwork inspired Sadik et al. [63] proposed a

system to develop a teamwork architecture to enhance the

performance and task execution efficiency of software

agents since a limited progress has been made towards

efficient task execution mechanisms by group of agents in

collaboration and coordination with each other. The

authors named it Honey Bee teamwork architecture

afterwards.

Collective decision and nest site selection Passino

[64] established a mathematical model of the nest site

selection process of honey bee swarms and highlighted

the potential implications of the dynamics of swarm de-

cision making. Gutierrez and Huhns [65] handled the

quorum sensing during nest site selection in the area of

design diversity of software fault tolerance.

Ant colony optimization

A novel approach for intrusion detection from the

standpoint of feature selection was proposed by Gao

et al. [66]. ACO was applied to select effective features

for SVM classification. The simulation using KDD cup

99 dataset showed that SVM with obtained optimal

feature subset could achieve better generalization per-

formance than that without feature selection. This

demonstrated the fact that dimension reduction could

improve the generalization performance of intrusion

detection and make the detection much more time

efficient.

Rahul Karthik Sivagaminathan and Sreeram Ramak-

rishnan [67] presented a hybrid method based on ant

colony optimization and ANNs to address feature selec-

tion. The proposed hybrid model was demonstrated by

them using data sets from the domain of medical diag-

nosis, yielding promising results. An intrusion detection

method based on ant colony fuzzy clustering has been

proposed by Wei Song Li et al. [68]. The algorithm used

the ant colony optimization algorithm which has a

strong ability to deal with local minima since it is better

than the random selected cluster centers that cause it-

erative process into a local optimal solution and dynam-

ically determines the number and center of clusters. An

efficient hybrid ant colony optimization-based feature
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selection algorithm has been presented by Md.Monirul

Kabir et al. [69]. Since ants were the foremost strength

of an ACO algorithm, guiding the ants in the correct

directions was a critical requirement for high-quality so-

lutions. Accordingly, this algorithm guided the ants dur-

ing feature selection by determining the subset size.

Furthermore, new sets of pheromone update and heuris-

tic information measurement rules for individual fea-

tures bring out the potential of the global search

capability of this ACO-based feature selection algorithm.

Particle swarm optimization

A novel intrusion detection framework based on par-

ticle swarm optimization (PSO) was proposed by

Jiang Tian and Gu [70] which had combined the idea

of unsupervised learning method and the supervised

strategy. Instead of calculating the accuracy, ROC

analysis was utilized to evaluate the detection per-

formance. This PSO algorithm has been executed for

global optimal parameters of SVM. Best combination

of TPR with FPR has been achieved after adjusting

the offset of the detection function. The effectiveness

of their method for anomaly detection was demon-

strated on four benchmark datasets, and results have

showed satisfactory performance.

Comparative analysis
Over the past decade, intrusion detection based upon

computational intelligence approaches has been a widely

studied topic, being able to satisfy the growing demand

of reliable and intelligent intrusion detection systems.

In our view, these approaches contribute to intrusion

detection in different ways. Fuzzy sets have represented

and processed numeric information in a linguistic for-

mat, so they could make the system complexity manage-

able by mapping a large numerical input space into a

smaller search space. In addition, the use of linguistic

variables is able to present normal or abnormal behavior

patterns in a readable and easy to comprehend format.

The uncertainty and imprecision of fuzzy sets smooth

the abrupt separation of normal and abnormal data, thus

enhanced the robustness of an IDS.

Feature selection

Gradually feature removal method

The gradually feature removal (GFR) method [71]

decides the importance of the 41 features of the KDD

Cup dataset and gradually removes the less important

features. This algorithm well and selects 19 features

namely 2, 4, 8, 10, 14, 15, 19, 25, 27, 29, 31, 32, 33, 34,

35, 36, 37, 38, and 40. Using these 19 features, 98.6249%

accuracy was achieved with SVM in tenfold cross valid-

ation. In order to evaluate the advantage of the GFR

method, the other three feature reduction algorithms

were also undertaken by the authors. In the feature re-

moval method, 10 important features are chosen. Simi-

larly, the sole feature method chooses other 10 critical

features. Moreover, by choosing the common features

selected by the two algorithms, 10 critical features are

derived in the hybrid method.

Modified mutual information-based feature selection algorithm

The modified mutual information-based feature selec-

tion algorithm (MMIFS) was proposed by Fatemeh

Amiri et al. [72]. Moreover, the authors have analyzed

the features selected by their proposed MMIFS method

and their relationship with different attack types. In the

KDD Cup 99, dataset was used for carrying out the ex-

periments detecting attacks. This algorithm selects fea-

tures for identifying DoS, Probe, R2L, and U2R attacks

effectively by computing the mutual information.

Mutual information based feature selection algorithm

was initially proposed by Battiti [73] to maximize the rele-

vance between the input features and the output and to

minimize the redundancy of the selected features. The al-

gorithm selects one feature at a time which maximizes the

information with outputs. In this mutual information-

based feature selection algorithm, the mutual information

expression is adjusted by subtracting a quantity propor-

tional to the average mutual information within the se-

lected features. The main advantage of this algorithm is

that it selects 13, 8, 15, and 10 features for Probe, DoS,

R2L, and U2R which are optimal for classification.

CRF-based feature selection

Conditional random field (CRF)-based feature selection is a

statistical approach proposed by Gupta et al. [74] for effect-

ive feature selection. They proposed a layered approach in

which each layer considers one type of attack. Therefore,

the probability value for each relevant feature is measured,

and for each type of attack, different features are selected.

They used domain knowledge along with the practical

significance, and they performed feasibility analysis for

each feature before selecting it for a particular layer.

Thus, from the total 41 features, they selected only 5

features for the Probe layer, 9 features for the DoS layer,

14 features for the R2L layer, and 8 features for the U2R

layer. Since each layer is independent of every other

layer, the feature sets for the layers are not disjoint.

Wrapper based genetic feature selection

In this model, genetic feature selection algorithm follows a

wrapper-based approach. Moreover, each iteration of this

algorithm results in a decision tree. After n iterations, a

series of trees are obtained, and the best have been used to

generate rules. The tree with the highest sensitivity and

specificity are identified as the best trees. Thus, best set of

features are extracted [75,76] based on sensitivity and
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specificity values. The main advantage of this genetic-

based feature selection algorithm is that it selects only the

important and contributing features for classification.

Comparison

The gradual feature removal method first removes the re-

peated data from the KDD cup dataset and uses k-means

clustering to remove the next important set of features.

However, the number of clusters is predetermined. In the

modified mutual information-based feature selection algo-

rithm, mutual information is used to perform feature se-

lection and hence more flexible. In the CRF-based feature

selection method, conditional probability values are used

to select the relevant features and hence can handle uncer-

tainty effectively. Finally, the wrapper-based method uses

a decision tree to remove redundant subsets of features.

However, from the analysis of all these methods, it is ob-

served that the combination of mutual information and

information gain ratio values provide a better method for

feature selection since it can be used to perform both at-

tribute selection and tuple reduction.

Classification

There are many works on classification that are available

in the literature. Among them, the most relevant works

for IDS are discussed in this section.

Linear programming system-based method for detecting

U2R attacks

In this paper, a new approach for detecting U2R attacks

has been investigated and evaluated. In their model, a be-

havior i belonging to an attack class j is represented by the

variable xij and each class is represented by its feature vec-

tor as Fj. The distance between the behavior i and class j is

represented as αij. The problem is represented for m attack

classes and attack types contains βj elements such that βj ≥

0. Now, the problem is formulated using simplex model as

Zmin ¼
X

n

i¼1

X

m

j¼1

aij xij

xij∈ 0; 1f g

xii ¼ 1

X

m

j¼1

xij ¼ 1

X

m

i¼1

xj≥0

They proposed an optimal algorithm to solve this

problem, and based on that, they classified the attacks

effectively.

Layered approach

We now describe the layer-based intrusion detection

system (LIDS) proposed by Gupta et al. [74] in detail.

According to them, the LIDS drew its motivation from

the airport security model, where a number of security

checks are performed one after the other in a sequence.

Similar to this model, this LIDS represents a sequential

layered approach was developed for ensuring availability,

confidentiality, and integrity of data and (or) services

over a network.

The major goal of using a layered model is to reduce

computation time required to detect anomalous events

and to improve the speed of operation of the system. In

this approach, the algorithm uses the selected features

and check whether there is a probe attack in the first

layer called probe layer. Similarly, at each layer, it checks

for the occurrence of the corresponding attacks. If there

is an attack, it informs the prevention system. The main

advantage of the layered approach is that it reduces the

computation time by using separate feature selected by

CRF-based feature selection algorithm.

Least squares support vector machine

SVM [77] is a supervised learning method used for

solving classification and regression problems. An

SVM can train with a large number of patterns. The

least square support vector machine (LSSVM) is a

modified algorithm [78] to the standard SVM. It

solves a linear equation in the optimization stage and

hence simplifies the process. Moreover, this LSSVM is

effective since it avoids local minima in SVM prob-

lems used by LSSVM classifier is used by to detect

normal and attacks data.

Neuro-tree classifier

In the neuro-tree classifier proposed by Sindhu et al.

[12] for intrusion detection, the features selected by a

genetic-based approach are used for classification.

The major contributions of the neuro-tree classifier

are the provisions of a new facility for the prevention

of over fitting and the use of new fitness evaluation

framework for maximizing the sensitivity and specifi-

city. The main advantages of the neuro-tree classifier

are that it reduces the false alarm rate and fast

convergence.

Comparison

The linear programming system-based method used for

classification is more efficient in detecting U2R attacks.

The authors use the behavior distance between classes

to find the similarity. However, it is necessary to focus

on all types of attacks for providing effective security.

In the layered approach, each attack is analyzed in a

separate layer and hence is effective in detecting all types
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of attacks. In the least square support vector machine-

based classification uses an enhanced SVM to avoid local

minima. This method detects all types of attacks with

improved accuracy. The neuro-tree classifier provides ef-

fective classification when optimal features are provided.

Hence, it reduces the false alarm rate effectively, and in

addition, the algorithm converges fast.

Proposed intelligent IDS
In this paper, an intelligent IDS developed by proposing

a new feature selection algorithm and a new classifica-

tion algorithm is also discussed.

Feature selection

In this work, a new feature selection algorithm has been

proposed by using an attribute selection and tuple selec-

tion. This algorithm has been proposed using rules and

information gain ratio for attribute selection. In order to

achieve this, the data set D is divided into n number of

classes Ci. The attributes Fi having maximum number of

nonzero values are chosen by the agent, and the infor-

mation gain ratio is computed using Equations 1, 2, and

3, where F is the feature set.

Info Dð Þ ¼ −

X

m

j¼1

freq C j;D
� �

Dj j

� �

log2
freq Cj;D

� �

Dj j

� �

ð1Þ

Info Fð Þ ¼
X

n

i¼1

F ij j

Fj j

� �

� info F ið Þ ð2Þ

IGR Aið Þ ¼
Info Dð Þ−Info Fð Þ

Info Dð Þ þ Info Fð Þ

� �

� 100 ð3Þ

In addition, tuple selection is also carried out using

the rule-based approach.

Results and discussion
The agent-based attribute selection algorithm has been

selected with 19 important features in Table 1. This se-

lection was based on the information gain ratio values of

various attributes.

Classification

In this paper, a new classification algorithm called

IREMSVM algorithm has been proposed from the exist-

ing intelligent agent-based enhanced multiclass SVM

(IAEMSVM) [79].

Enhanced multiclass support vector machine

In the IREMSVM algorithm, the data set is first divided

into R classes. Then the distance between any two clas-

ses of patterns are computed from the R classes using

the Minkowski distance. According this method, the dis-

tance between two points

P ¼ x1; x2; x3;…; xnð Þ and

Q ¼ y1; y2; y3;…; ynð Þ∈ Rn

ð4Þ

is given by the formula given in Equation 5.

dij ¼
X

n

i¼1

xik−xjk
�

�

�

�

p

 !1
p

; ð5Þ

where p is the order and it also finds the centroids of

each class, where j and k are the neighbors of i.

The centroid is computed using the formula given in

Equation 6:

Ci ¼
X

nt

m¼1

X i
m=ni; ð6Þ

where Ci = centroid value of ith node, X = individual ith

lowest distance, and n = number of dimensions

The steps of this algorithm are as follows:

Algorithm 1 Intelligent rule-based attribute selection algorithm
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Experimental results

This work has been implemented using Java programs. More-

over, the experiments have been conducted to classify the

KDD’99 Cup data set using both full features and selected

features. So that comparative analysis can be performed.

Table 2 shows the comparison of SVM, IAEMSVM, and

the proposed IREMSVM with respect to classification ac-

curacy when the classification is proposed with the 19

selected features obtained from the proposed feature

selection algorithms.

From this table, it is observed that the classification

accuracy is increased in the proposed algorithm when it

is compared with the existing algorithms for Probe, DoS,

and others attacks. This is because the agents used in

this proposed algorithm perform constraint checking for

all types of experimental uses in the classification.

Conclusion
In this paper, a survey on intelligent techniques for feature se-

lection and classification techniques used of Intrusion Detec-

tion has been presented and discussed. In addition, a new

feature selection algorithm called Intelligent Rule based Attri-

bute Selection algorithm and a novel classification algorithm

named Intelligent Rule-based Enhanced Multiclass Support

Vector Machine have been proposed. In this paper, intelli-

gent algorithms for feature selection and classification

have been proposed to design an effective intrusion detec-

tion system. The scope of this paper includes neural

networks, fuzzy systems, genetic algorithm and particle

swarm intelligence. The advantages and disadvantages of

these intelligent techniques have been analyzed. The con-

tributions of various research works in IDS are systematic-

ally summarized and compared, which allows us to clearly

define existing research challenges and highlight promis-

ing new research directions. In addition the need for the

new intelligent feature selection also called Intelligent Rule

based Attribute Selection algorithm has been highlighted

based on experimental results. In addition, the advantage

of proposing the new classification also called Intelligent

Rule-based Enhanced Multiclass Support Vector Machine

has been discussed in detail so that the proposed system

can be used to provide security to networks effectively.

Table 1 List of 19 selected features

Selection number Feature number Feature name

1 2 protocol_type

2 4 src_byte

3 8 wrong_fragment

4 10 hot

5 14 root_shell

6 15 su_attempted

7 19 num_access_shells

8 25 rerror_rate

9 27 diff_srv_rate

10 29 srv_serror_rate

11 31 srv_diff_host_rate

12 32 dst_host_count

13 33 dst_host_srv_count

14 34 dst_host_same_srv_count

15 35 dst_host_diff_srv_count

16 36 dst_host_same_src_port_rate

17 37 dst_host_srv_diff_host_rate

18 38 dst_host_serror_rate

19 40 dst_host_rerror_rate

Algorithm 2 Intelligent rule-based enhanced multiclass support vector machine
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