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ABSTRACT. In our manuscript, we organize a group of sufficient conditions of
neutral integro-differential inclusions of Sobolev-type with infinite delay via
resolvent operators. By applying Bohnenblust-Karlin’s fixed point theorem for
multivalued maps, we proved our results. Lastly, we present an application to
support the validity of the study.

1. Introduction. As well known, mathematical control theory has many funda-
mental perceptions, mainly controllability is one among them. Roughly speaking,
controllability has the meaning that be capable of steer the state of the dynamical
system to a suitable state using the control function involving in the system. A
detailed discussion about theory and applications related to controllability, one can
verify the research articles [1, 6, 7, 17, 21, 22, 23, 24, 25, 27, 30, 31, 32, 33, 34, 35,
36, 37, 38, 41, 43]. Contingent upon the idea of the issues, these equations may
take different structures, for example, ordinary and partial differential equations
and a few times a mix of associating frameworks of both types. It should empha-
size that the thought of “aftereffect” presented in material science is significant.
It isn’t adequate to utilize customary or partial differential equations. A way to
deal with determination this issue is to use integro-differential equations. Detailed
subtleties on theoretical results related to integro-differential systems, one can view
[1, 2, 6,9, 10, 18, 25, 28, 37, 39, 40].

Neutral differential equations emerge in a lot of fields related to applied mathe-
matics, so only neutral systems acquired much attention in the current generation.
Mainly, neutral systems with or without delay help as an ideal arrangement of
several partial neutral systems that appear in issues associated with heat flow in
materials, visco-elasticity, propagation of waves, and several natural developments.
Very useful discussion about neutral systems involving in differential equations, one
can refer [10, 13, 14, 17, 27, 29, 35, 38]. Differential systems of Sobolev-type appear
commonly in mathematical forms of much physical development, for example, in
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the fluid flow through fissured rocks, thermodynamics, shear in second-order fluids,
etc., one can check [1, 2, 6, 18, 23, 27, 29, 41].

This article mainly focusing on the approximate controllability results for integro-
differential inclusions of Sobolev-type has the following form

(Kx(e)) € o [2(0) + [ Fla—©)=(e)de

0

+E2(avza)+‘%$(a)v QGV:[O,C], (1)
z(a) =(a) € Py, a € (—00,0], (2)
and the neutral integro-differential inclusions of Sobolev-type has the following form
d «
Ja (@) = Bua,z) € o [+(a) + [ Fla - €)a(e)de]
0

+ Es(a, z0) + Bx(a), a €V =10,d, (3)
z(a) =9Y(a) € Py, a€ (—o0,0], (4)

where the operator F(«), a € V is bounded on Hilbert space &, the state variable
z(+) takes values in 2 with |-|. The operators o/ and K are linear in .. The linear
operator # is bounded from ¥ into 2. The control function z(-) is presented in
L%*(V,¥), a Hilbert space of admissible control functions, Es : V x P, — BCC(Z)
is a nonempty, bounded, closed and convex multivalued map, F; : V x Py — Z.
The histories z, : (—00,0] = Py, 2z4(0) = z(a +6), 6 < 0 € Py, where P, is phase
space defined later.

Our contributions are: (i) A new set of sufficient conditions are formulated and
proved for the approximate controllability of neutral integro-differential inclusions
of Sobolev-type with infinite delay under fundamental and straightforward assump-
tions on the system operators, in particular, that the corresponding linear system
is approximately controllable. (ii) Further, we extend the result to obtain the con-
ditions for the solvability of controllability results for neutral integro-differential
inclusions of Sobolev-type with the infinite delay with nonlocal conditions. (iii) We
show that our achievement has no analog for the concept of complete controllability.
Finally, we give an example of the system which is not entirely controllable, but
approximately controllable. (iv) More precisely, the controllability problem can be
converted into the solvability problem of a functional operator equation in appro-
priate Hilbert spaces, and Bohnenblust-Karlin’s fixed point theorem used to solve
the problem.

We now subdivide our article into the following Sections. Section 2, we intro-
duce a few essential facts and definitions associated with our study that is employed,
which utilizes throughout the discussion of this article. The Section 3 is reserved for
discussion about the approximate controllability of for integro-differential inclusions
of Sobolev-type. Section 4 is reserved for discussion about the approximate con-
trollability of neutral integro-differential inclusions. An example is given in Section
5, which verifies our theoretical results.

2. Preliminaries. We present essential facts, ideas and lemmas desired to organize
the main results of our paper. B,(z, %) signifies the closed ball having center and
radius z and p > 0 respectively in 2.

We now present & : D(&/) C & — % and K : D(&/) C & — 2 fulfill the
being next conditions studied in [20]:

(E1) The linear operators <7 and K are closed.
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(E2) D(K) C D(&) and K is bijective.
(Es) K~!': 2 — D(K) is continuous.
Additionally, in view of (E1) and (Eg) K ! is closed, by (E3) and applying closed
graph theorem, one can get boundedness of @ K~ : 2 — 2. Designate |[K ! =
P and | K| = Pg.

Presently we characterize abstract phase space P, and one can refer [7, 42] for
more details. Consider g : (—00,0] — (0,+00) is a continuous function along
j= f_ooo Ey(a)da < +oo. For any ¢ > 0,

P =A{¢:[—¢,0] = Z such that ¢(«) is bounded and measurable},

along

[¥[l1-c,01 = sup @I, vV¢eP.

tel—c,
Now we characterize

Py ={tp : (—00,0] — Z such that for any b > 0,v|_p0 € P

0
and [ g(€)[¥lcad < +oo).

— 00

Provided that P, is endowed along

0
b, = / 9Ol e.rde, ¥ v € Py,

—00

1]

therefore (Py, || - [|»,) is a Banach space.
Presently we discuss

Py ={z:(=00,b] = A such that z|y € C(V, ), 20 =1 € Py}
Fix || - [|; be a seminorm in P, characterize by
Izllg = 1llp, + sup{l|2(E)Il - € € [0,c]}, = € Py.
Lemma 2.1. [7] Assume z € Py, then for a € V, z, € P,. Moreover,

jlz(@) < llzallp, < l9llp, +5 sup |2(£)];
¢€lo,a)

where j = fi)oo Ei(a)da < +o0.

Consider the linear differential equation

o) = (sl0) + [ Pla=(0)ac) 5)
which obtains a resolvent operator.

Definition 2.2. [15] A family of bounded linear operators M(«) € K(Z),a € V
is called a resolvent operator for (5) provided that

(a) M(0) = I (the identity operator on Z),

(b) for all z € 2, M(«)z is continuous for o € V,

(¢) M(a) e K(Y),a e V. ForyeY, M(a)y € C1([0,c], Z)NC([0,c],Y) and

M)y = /K [ty + [ Fla - ar(ue]

= M(a)Jz{K_ly—&—/a M(a— & A K 'F(&)yde, a € V.
0
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M (a) can be obtained from &/ K~!. More details regarding this, one can view
[9, 26, 12, 28|.
Additionally, we consider the following assumptions given in [15]:
(E4) M(a) € K(Z), a € V. Also, M(a) : Y — Y and for z(-) continuous in Y,
A M(-)z(+) € LY([0,¢], Z). For z € 2, M'(«)z is continuous in o € V, where
K (M) is the space of all bounded linear operators on 2 and Y is the Hilbert
space formed from D(&), the domain of &7, endowed with the graph norm
and S KM = MoK~

Theorem 2.3. If (E4) is satisfied, then the system (5) permits (M(a))a>0-

In view of [8, 16], we present some fundamental ideas and facts related to mul-
timaps.

A multimap K : 2 — 22\ {0} is convex (closed) valued provided that (z)
is convex (closed) for every z € 2. K is bounded on bounded sets provided
that K(H) = U,y K(2) is bounded in 2 for any bounded set H of Z, i.e.,

sup.cyr { sup{lz] = € K(2)} b < oo,

Definition 2.4. The multimap K is said to be upper semicontinuous on % provided
that for every zg € 2, K(zp) is a nonempty closed subset of 2 and provided that
for each open set H of & including KC(z), there exists an open neighborhood V' of
2z such that K(V) C H.

Definition 2.5. The multimap K is said to be completely continuous provided that
KC(H) is relatively compact for every bounded subset H of 2.

Provided that C is completely continuous with nonempty values, then K is upper
semicontinuous, if and only if K has a closed graph, that is, z, — 2z, v, — U,
v € Kzp, imply 2z, € Kz,. The multimap I has a fixed point provided that there
is a z € Z such that z € K(z).

We present two appropriate operators and fundamental assumptions about the
operators as follows:

NG = / K™ \M(c— ) BB K 'M*(c—€)d§: & — Z,

R(B,RG) = (BI+X) ™ 2 — 2.

In the above, #* stands for adjoint of Z and M*(c) stands for adjoint of M(c).
We can easily conclude the linear operator X§ is bounded.

For examining approximate controllability of (3)-(4), we establish the being next
assumption:

Ho aR(B,N5) — 0 as f — 07 in the strong operator topology.
By referring [22], Hypothesis Hg holds if and only if linear system

(x()) = e/ [x() + [ Fla - 9u(0)de] + Bo)a), aclod,  (©)
z(0) = 2o (7)
is approximately controllable on V.

Lemma 2.6. [19] Assume that V' be a compact real interval, The nonempty set
BCC(Z) be bounded, closed and convexr subset of Z and the multimap € ful-
filling 7 .V x 2 — BCC(Z) is measurable to « for each fized z € %, upper
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semicontinuous to z for each o € V,z € C the set
Sp,.={h € LYV, Z) : h(a) € #(a,2(a)), a €V}
is nonempty. Assume that the linear operator H is continuous from LY (V, %) to C,
then
HoKy :C— BCC(C), z— (HoKuw)(z) =H(SE,,2),
is closed in C x C.

Lemma 2.7. [3, Bohnenblust-Karlin’s fixed point theorem]. Assume that the
nonempty set B is a subset of %, which is bounded, closed and convex. Assume
F: B — 2%\ {0} is upper semicontinuous with closed, convex values and such that
F(B) C B and F(B) is compact, then F has a fixed point.

3. Approximate controllability. This section mainly focusing approximate con-
trollability of (1)-(2). To begin with, we characterize the mild solution of (1)-(2).

Definition 3.1. A function z : (—oo,c] — £ is called a mild solution of (1)-(2)
provided that zy = ¢ € Py on (—o0,0] and

2(a) =K M(a) K4 (0) + / "KM (o — ©)h(e)de

—I—/ K 'M(a—€)%Bx(&)d, acV,
0
is fulfilled.

We introduce the being next assumptions to discuss our main results of this
section:
H; M(«a), a > 0 is compact.
Hy E>:V x Py — BCC(Z) is L*-Caratheodory and which satisfies:
For every a € V, Es(a,-) is u.s.c; for every z € P, Es(-,z) is measurable
and z € Py,

Sg,..= {h € LYV, Z) : h(a) € Ex(a,z,), for almost everywhere a € V},

is nonempty.
Hj; For p > 0, there exists 3, : V — R such that

sup {||h|| - h(a) € Eg(a,za)} < By (),

for ae. a € V.
Hy ¢ — B.(€) € LY(V,R") and there exists v > 0 such that

p—00 P

Hs o/ K~! is the infinitesimal generator of M(«a) in 2° and P > 0 and Pr > 0
such that

=7 <X

[M(a)|| <P, [[F(a)]| < Pp, VaeV.

To demonstrate (1)-(2) is approximately controllable, provided that for all 5 > 0,
there exists a function z(-) which is continuous such that

2(0) =K~ M(a) K(0) + / "KM (o ©)h(e)de
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—|—/Oa K_lM(a—f)%xﬁ(E,z)df, heSg,., (8)
250 z) = B KA (e — aYR(B.RE)a=(), (9)
where
a(=()) =2 — K~ M(a)K(0) — / K M (o — O)h(€)de.

Theorem 3.2. If Ho-Hs are fulfilled, then (1)-(2) has a mild solution on V', given
that
~ 1~
PKP(l + aPKP2P%c)7j <1. (10)
In the above, Py = || A].
Proof. For any g > 0, we look at the operator A\? : ’P; — 2Ps described by Az
the set of z € P, such that
P(a), «a€ (—o00,0],
z2(a) = § KT M(a)K(0) + [5 K~ M (a — §)h(€)dE
KM (o - ) Bap(€,2)dE, a €V,
where h € Sg, .. To demonstrate /\? has a fixed point and we conclude it is the
solution of (3)-(4). Obviously, 21 = z(c) € (A?=2)(c), which means that z,(z,«)
drives (1)-(2) from zy — z. in finite time c.
For ¢ € Py, we now characterize 1) as

~ = JY(a), ac(-o00,0],
vla) = {K—lM(a)K¢(0), aev,

then 1 € Py Let z(a) = y(a) + ¥(a), —00 < a < ¢. We now conclude that y
fulfills yo = 0 and

y(a) = / K M(a - Oh(e)de

+ /Oa K 'M(a—&)BB K 'M*(c — OR(B,YS) | 2o — K17 (c) K4)(0)

- Oa K~ 'M(c— n)h(n)dnl (©d¢, acV.

if and only if x satisfies

“(0) =K~ M) K0(0) + | "KM (o - ©)h(e)de

+ /Oa K 'M(a—€)BB K *M*(c— R(B,Y§) | 2. — K~ 15(c) K1 (0)

—/Oa K‘IM(C—é)h(n)dn] ()ds, acV.

and z(a) = Y(a), a € (—o0,0].
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Let P ={y € P, :yo =0 € P,}. For any y € P,
[ylle = llyollp, +sup{[[y(E)] : 0 < <c}
=sup{lly(§)] : 0 < £ < ¢},

therefore (P/, || - [|») is a Banach space. Fix B, = {y € Py : |ly|l. < p} for p > 0,
then B, C B} is uniformly bounded, and for y € B, in view of Lemma 2.1, one
can get

Hya + wa”’PQ < ||yo¢H’Pg =+ ”72104”7’9
<jlp+Mpp©O)) + I¥llp, =1 (11)
Define ¥ : P — P provided by Wy the set of Z € P such that

0, «ae€(—oo, O]

K~ 'M(a )Kw )+ fo TM(a—n)BB*K1M*(c — a)R(B,YE)| 2
~K MK (0) — [ K~ M (e = )h(n)dn) (€)dS

+ [y K 1M(Oé—é“) (€)d§, aeV.

Clearly, a fixed point of W2 exists if and only if a fixed point of II exists. So, our

goal is to show a fixed point of II exists. We now split our proof into five steps for
comfort.

Step 1. V¥ is convex for all z € B,. Actually, if ¢1, ¢ then there exists hj,
ha € Sg, . such that for each a € V', we have

T KM — O
o) = /0 K" M(a — )hi(€)de

+ /Oa K 'M(a—n) BB K *M*(c— a)R(B,Y§) | 2. — K~ M (c)K1(0)

*/ KlM(Cn)hi(n)dn] (d¢, i=1,2.
0
Assume 6 € [0,1]. Then for each « € V, one can get

(661 + (1— 8)n)(a / KM (0 — €)[6ha (€) + (1 — 8)ha(€)]de

+ /Oa K 'M(a—n) BB K *M*(c—a)R(B,Y§) | 2. — K~ M(c)K1(0)

_ / "KM (e — )5k (€) + (1 — S)ha(n)]dn]| (€)de.

We can easily prove Sg, . is convex since Fy has convex values. Therefore, dh; +
(1 —90)ho € Sg,,». Consequently, 6y + (1 — 0)1s € II(2).

Step 2. To prove p > 0 such that II(B,) C B,. Otherwise, there exists ¢ > 0
such that for all p > 0 and « € V, there exists y, € B,, but II(y,) ¢ By, that is,
III(y,) ()| > p for some o € V. For such g > 0,

p <[(¥y")(a)]

<\/ KM - h()de] + \/ K~ M(a— ) Bap(E,y + b)de
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[ 1,
<SKTIP | By()de + — K1 P?Ple
0

K P[(0)] + K~'P / iy <§>de]

~ « 1~
gPKP/ ﬁp/(g)ngrEPKPZngc
0

1| + Prc P (0)]| + ﬁKP/O ﬁp'(i)dﬁl

gﬁKP(l n é}SKPQP?@c) an ﬂp/(f)dg} + M,

where j’: is independent of p. Separating the two sides of the above mentioned
inequality by p and perceiving that p’ = j(p + K~*M|(0)]) + VP, as p — oo,
we acquire that

liminf,

Jo' By (€)de W.ﬂ)ZW
p b)

= liminf, , ( v »

Thus, we have
5 L5 5op2 .
PKP(l + —PgP P@c)'yj >1
@

and contradicts to (19). So, p > 0 and some h € Sg, ., II(B,) C B,.

Step 3. ¥(B,) is equicontinuous. In fact, assume ¢ > 0 be small, 0 < a1 < ap < c.
For each y € B, and z € Wy, there exists h € Sg, » such that for every a € V, one
can get

Z(az) = Z(an)| =

[ K (e - nieag

+| [ KMz~ ) - Mo - ()]

«1—¢€

] [ K02 - ) - Mo - (€]
0

| [ K (0s - ) — Mo — ). )|
0

a1

[ KT M (er ) - Moy~ ©)Beh (n. )|
+ " K 'M(ay — §) By (n, ac)dn‘
<Py P / By (E)de + Pe / M (s~ €) — Mo — )5y (€)de

P / M0z — &) — Moy — €)]1By ()de

4 PiPy / M (o — ) — M(as — )|l |[e1] + P Plo(0)]
0

+ PyP /Oa By (é)dél (£)d¢

a1

+]5KPB/ | M (a2 —n) — M(az — )|

«1—¢&

1| + Pic P[4 (0)]|
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+ PgP ; Bp/(é)dél (£)d¢

a2

+ P PMp /

(3}

|z1| + P PllP(0)]| + PKP/ By (6)614 (©ds.  (12)
0

Hence, for o > 0, one can confirm that (12) tends to zero as s — ;. Then again,

the compactness of .Z («) for @ > 0 gives continuity in uniform operator topology.

Hence II maps By, into an equicontinuous family of functions.

Step 4. II(« {¢ :¢p € VU(B } is relatively compact in 2.
AssumeaE(O c Q>0 0<,Q<a Now z € B,,, we provide

/ K" M(a — )h(e)de

+/0 K™'\M(a— &) B% K~ M*(c — a)R(B,Xj) [Zc

~ K M(e / K—'M(c - )h(n)dn] (€)de.

Because M («) is compact, IT,(a) = {dy(a) : ¢, € U(B,)} is relatively compact in
Z for each p, 0 < ¢ < . Furthermore, for all 0 < ¢ < «, one can get

o) — (@) < [ KT M- enie)e
+ /i K 'M(a —§&)BB K *M*(c— a)R(B,X) lz

— KM K(0) - / KM (e - n)h(n)dn] (€)de.

Thus, there exist relatively compact sets arbitrarily close A(a) = {¢¥(a) : ¥ €

II(B,)}, A(«) is relatively compact in 2 for all a € [0, ¢]. Because the compactness
at a = 0, therefore A(«) is relatively compact in 2, for all « € [0, ¢].
Step 5. W has a closed graph.

Assume that y, — y. as n — oo, Z,, € Ily,, for all y, € By, and Z,, — Z,
as n — oo. Now, we demonstrate z, € Ily,. Because z, € Ily,, there exists
hn € SE, y, such that

_ “ -1 o —
o) = [ KM@= Ohale)ie
+ /Oa K 'M(a— &)BB K 'M*(c — )R(B,RS) | 2o — K~ M (c)K1(0)
- [ Kt namin| e, a V.

We must demonstrate that there exists h. € Sg,,,, such that

- /0 "KM (o ©)ha (€)de
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+ | K 'M(a— BB K *M*(c—&R(B,RS) [z — K~ 1M (e)K(0)

- /oa K™ M(c - f)h*(n)dﬂl (€)de, a V.

Now, for each oo € V', because E; is continuous and from z¢, one can get
|| <zn(a) /a K~M(a — €) BB K~ M*(c — €)R(B,XS) [z
0
— KM (0K (0)] (£)d£> - <z*<a>
— /a K 'M(a—&)BB K M*(c—&R(B,NS) [zc
0

— 0 asn — oo.

~ K M(e)Kw(0)] <s>d£>

Assume the linear operator © : L1(V, Z°) — C(V, Z) which is continuous,
©1)(@) = [ KMo - Ohe
- /a K~'M(a — ) BB K~ 'M*(c — a)R(B, Ng)(/a K~'M(c— T)h(T)dT) de.
0 0

Thus, in view of Lemma 2.7, © o Sg, is a closed graph operator. In addition,
from ©, one can get that

Zn(a) — K~ M(a)K(0) — /a K~ 'M(a—&)B5 K 'M*(c— &)R(B,N5) {z
0
— KT M()K$(0)| ()¢ € O(S, ).
Because yn, — Y, Y« € SE,,y., from Lemma 2.7,

Zu(@) — K~ M(a) K1(0) — /Oa K™ 'M(o— §)B# K~ M*(c — &)R(B,X5) [zc
- K MOKDO)] (€ = [ K- 9)|n6)

+ BB K M*(c — €)R(B,XS) ( /Oa KM (c— T)h*(T)dT)} (€)de

for some h, € (Sg, . ). Thus, II has a closed graph.

From Step 1-5 in conjunction with the Arzela-Ascoli theorem, one can come to
an end that II is a compact multivalued map, upper semi-continuous with convex
closed values. From Lemma 2.7, one can assume II has a fixed point z and that is
a mild solution of (1)-(2). O

Definition 3.3. The differential system (1)-(2) is called approximately controllable

on V provided that R(c, z9) = 2, where R(c, 20) = {zc(20;2) : z(-) € L*(V,¥)} is
a mild solution of (1)-(2).
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Theorem 3.4. Assume Ho-Hs and Hy hold. In addition N € L'(J,[0,00)) such
that

sup,ep, [|E2(a, 2)|| < N(a) for a.e. o € V, then (1)-(2) is approximately control-
lable on V.

Proof. Suppose z%(-) be a fixed point of I" in B,,. In view of Theorem 3.2, any fixed
point of 12 is a mild solution of (1)-(2) under

%) = B K 'M*(c — a)R(3,RE)p(z?)
and fulfills
2%(c) = zc + BR(B, RG)p(@”). (13)
Further, in view of the assumption on F5 and Dunford-Pettis Theorem, one can get

{he(€)} is weakly compact in L(V, &), accordingly there is a subsequence {h*(€)},
which converges weakly to say h(¢) in L'(V, Z). Characterize

w =z, — K~ M(a) Ky(0) — /a KM (a — &)h(£)de.
0
Now, we have

In(e) —wl =] | T KM (e - (e 2(6)) - h(e))de]

<swp | [ xta - 9inean(e) - nenae.

aeV
From Ascoli-Arzela theorem of infinite-dimensional version, we demonstrate I(-) —
Jo (- = I(&)de : LYV, Z) — C(V, Z) is compact. Hence, [|q(2°) — w|| — 0 as
B8 — 0%, Furthermore, in view of (21),
12%(c) = zell <IBR(B,RG) (w) | + 1BR(B, R |p(Z7) — w]
<[IBR(B,RE) ()] + [p(E”") — wl.

In view of Hg and from (22), ||2°(c) — z.|| — 0 as 3 — 0% and which shows the
approximate controllability of (1)-(2). O

Inspired by [4, 5, 27, 24, 32, 35], we study the approximate controllability of our
system (1)-(2) with nonlocal conditions has the form

(K2(0)" € o |2(a) +/ Fla - §)=(&)d]
0
+ Es(a, zo) + Bx(a), a € V =10,(], (15)
z(a) = Y(@) + ¢(Zay s Zas» Zags s Zan) € Py, @ € (—00,0], (16)
where 0 <o < <az <---<a, <c¢ q: P/ — P, and which satisfies:
Hg ¢ : P" — P is continuous and L;(¢) > 0 such that

n
||q(131,$2,5537"' ,I‘n) _q(y1’y27y37"' 7yn)|| < ZLl(q)Hx_yHB’
=1

| 1z € Py}

Definition 3.5. A function z : (—oo, ] — £ is called a mild solution of (15)-(16)
if zg = ¢ € Py on (—o0,0] and

Z(a) = KﬁlM(a)E[d)(O) + q(zal » Ragy Fags " 720(71)(0)]

for each x,y € P, and Ny = sup{||¢(za,, Tas, Tag: s Tay,)
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+ [ "KM (o — €)h(e)de + / CK Mo - ©Br(©)dE, acV,
0 0

is fulfilled.

Theorem 3.6. If Ho-Hg are fulfilled, then (15)-(16) is approzimately controllable
on'V if

~ 1~
PP (14 —PcP?P3e)j < 1.
@
4. Neutral systems. This section mainly focusing approximate controllability of

(3)-(4). To begin with, we characterize the mild solution of (3)-(4).

Definition 4.1. A function z : (—oo,c] — £ is called a mild solution of (3)-(4)
provided that zg = ¢ € Py on (—o0, 0] and

2(a) = K~ M (a)[K¢(0) — E1(0,9)] + K~ Exr(e, za)

Oa K ' K M(a— €)Ey (€, 2)dE

/KlMa AK™ / £ — 7)Ey(7, 27 )drdE

+/ K’IM(oz—g)h(g)d§+/ K 'M(a —€&)%Bz(&)dE, a€V,
0 0

is fulfilled.

H; E,:V x P, is continuous and
(i) There exists Ly > 0, L; > 0 for « € V and y, 2z € P, such that & K1 E;
fulfills

|/ Ky () — /K~ Bu(a, 2)l| < Lylly — 2llpy. 4.7 € Py,

and Ly = sup,cy ||427~_1E1(a, 0)].
(ii) There exists {; > 0, I, > 0 such that

||E1(Oé,y) - E]_(Oé,Z)H S quy - ZHPga Y,z S Pg7

and Iy = sup,cy | Ex(a,0)].
To demonstrate (3)-(4) is approximately controllable, provided that for all 5 > 0,
there exists x(-) such that

2(0) =K~ M () [K(0) — Br(0,9)] + K~ Ex(a, 2a)

CKLA K Mo - OB (€, 20)de
0

/ K 'M(a—&)adK™ / ¢ — 7)Ey (T, 2 )drdéE
+ [C K MG - neae
0

+ /Oa K 'M(a— &) Bxs(¢,2)dE, he Sg, ., (17)
zp(a,2) = B K~ M(c — a)R(B,R)a(2(")), (18)
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where
q(2(-)) =2 — K~ "M (a)[K¢(0) — E1(0,9)] — KBy (o, 24)

’ K 'K "M(a— €)Eq (&, 2¢)dé
0

/KlMa— A K™ / (€ — T)E\ (7, 2, )drdE

- /0 K" M(a — )h(€)de.

Theorem 4.2. If H1-Hs are fulfilled, then (3)-(4) has a mild solution on V, given
that

- 1~ - —
PKP<1+EPKP2P§30) [j(lg + PL,(1+ PF))} <1. (19)
In the above Py = | 4A||.

Proof. For any ¢ >0, ¢° : P, — 275 defined by 1z, the set of z € P, such that

P(a), a€ (—o0,0]

K=1M () [K4(0) — E1(0,4)] + KL By (v, 24)

+ Ji KV K M (o — €)Er (€, 2¢)d€

O K M (a— A K [T F(E —7)Bi(r, 2,)drdé
+ [y K M (o — ©)h(€)dg

+ Jo K7\ M (o — €)Bap (€, 2)dE, a €V,

where h € Sg, .. To demonstrate U2 has a fixed point and we conclude it is the
solution of (3)-(4). Obviously, z1 = z(c) € (¥92)(c), which means that x,(z, a)
drives (3)-(4) from zp — z. in finite time c.

For 9 € Py, we now characterize 12 as

i _ 1/’(04)7 S (—00,0]7
Yla) = {KlM(a)Kw(O), aev,

then 1) € Py Let 2(a) = y(a) + @Z(a), —o00 < a < c¢. We conclude that y fulfills
Yo = 0 and

y(e) = =K' M(a)E1(0,9) + K Er(0, ya + V)
[ Ktk - OB € + Do
/ K 'M(a—&)d K~ / (€ = 7)Er (T, yr + Wy )drdE
+ [Tk - onierde
+ /Oa K 'M(a—n) BB K *M*(c — a)R(B,N) [xl — KM (c)[K(0)

B0, 0)] — KV Ea (6o + 00) — /0 K K M (e — € (6, ye + De)de
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«
—1
- / K- M(c— n)h(n)dn

/ K 'M(c—&dK™ / E—T1 ElTyT—l—wT)def (&)dE, acV.

if and only if = satisfies
2(a) = K7 M(a)[K(0) = Er(0,)] + K" Ex (@, o + tha)

K\ K~ M (o — &) By (&, ye + d¢)deE
0

/KlMa— Vo K~ / €= 1)EL(T,yr + 0, )drde

+ [T - e
+ /Oa K 'M(a—n) BB K *M*(c — a)R(B,N) [ml — K~ M(c)[Kv(0)

— E1(0,9)] — K~ By (¢, ye + e) — CK KM (¢ — &)1 (€, ye + te)de
0

- / " KM (e — )h(n)dn

/ K 'M(c— & oK™ / E—1)Ey TyT—i-z/)T)def](g)df, aeV.

and z(a) = Y(a), a € (—o0,0].
Define W : P’ — P, provided by Wy the set of Z € Py such that
0, «aé€ (—,0],
_KilM(a)El (0,9) + K 'E, (A, Yo + Ya)
P A K M (0 - OB (6 e +d0dE
[P K I M(a— &) A K [ (€ —1)Ei(1,y, + O )drde
) + K M (o — E)h(€)de
?a) = + Jo K "M (oo — ) BB K M*(c — a)R(B,Ng)Lbl
~KTIMEB(0) ~ By (0.)] — K~y (e, + 1)
— Jo K7L K= M (c — ) E1 (€, ye + the)dE
- f() 1M C - )h(ﬁ)dﬁ
— Jy KM (e = /K [ F(€ = T)Ey(T, yr + Br)drdg| ()8, a e V.
Clearly, a fixed point of U? exists if and only if a fixed point of II exists. So, our

goal is to prove a fixed point of II exists. We now split our proof into five steps for
comfort.

Step 1. V¥ is convex for all z € B,. Actually, if ¢1, ¢2 then there exists hy,
ha € Sg, . such that for each oo € V', we have

di(@) = =K "M () E1(0,9) + K~ Ey(, Yo + Vo)

+ /0 UK K M (- 6B (6, ye + De)de
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/ K 'M(a—&)adK™ / & —1)EL(T,yr + 0, )drdE

+ /o K 'M(a—n) BB K *M*(c— a)R(B,Y§) | 2e — KM (c)[K(0)

— By (0,9)] - K'Ey (c.ye + ) — / Ko/ K M(c— € (€, ye + ) de
/K "M(c— &K~ / E—T1)Ei (T y7+1/17)d7'd§

—/0 KlM(C—n)hi(n)dnl(é)dﬁﬂL/o K™'M(a - &hi()d¢, i=1,2.

Let 6 € [0,1]. Then for each o € V, we get
(661 + (1= 0)¢a) () = KM (a)[K9(0) — E1(0,9)] + K~ Ex (@, Yo + V)

KL K M (o — €) B (€, ye + De)de
0

/KlMozf §AK™ / —TElryTJrz/)T)def

+ K*lM(a — BB K 'M*(c— a)R(B,NE) | 2. — KM (c)[K(0)

0

— Bi(0,4)] — K By (¢, ye + ) — / K= e/ KM (c — )y (€, ye + D¢ )de
/ K 'M(c—¢ad K~ / —TE17'y7—+1/)7—)d7'd§
- /0 K*M(c—ﬂ[éhlmm—6)h2<r>]dr] (€)de

[0
4 [ KM - €h(©) + (1 - D)hal€)lde,
0
We can easily prove Sg, . is convex because F' has convex values. Therefore,
vh1 4+ (1 —)hge € Sk, .. Consequently,

YY1+ (1 =) € H(z).
Step 2. To prove p > 0 such that II(B,) C B,. Otherwise, there exists ¢ > 0

such that for all p > 0 and « € V, there exists y, € B), but II(y,) ¢ Bp, that is,
ITI(y,) ()| > p for some o € V. For such g > 0,

r <|(TyP)(a)]
<|K~'M(a)E1(0,9)| + [K ' Ey(e, Yo + Pa)l

+ K @/ K" M(o — €)E1 (€, ye + be) di‘
0

+ / K'"M(a— ) /K~ / —TElryT—HJ}Tdef‘

| [ K- o] + | [ KM - 9Brs(en+ D
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<Py P||E1(0,9)| + Pr [lg (1% + vallp,) + L]
4 PP / Ly (12 + Dellp,) + L) de
+PKP/ PF/ o (llvg +ellp,) + L ]de§+PKP/ By (€)de

+ =P P2 Phe | PP lp(0)]| + B PIEO, )1 + B [ (1 + Dolle,) +1o]

+ PP [ (LI +Dclln,) + Lol
+PKP/ PF/ o (I8 + velp,) + L ]de§+PKP/ By (€ dé}
<Py P||E1(0,9)|| + Px [lgp’ +1y] + PxP / [Lyp' + L,)d¢
0
e g o
wPep [ [ (B i+ PP [ (6rae

1~ ~ ~ ~ o~
+ aPKPnggc P P||9(0)|| + P P||E1(0,9)|| + Px [lgp" + Ly]

- o & - a
+PKP/ Pp/ [Lgp’+Lg]de§+PKP/ [Lgp' + Lg)d¢
0 0 0

4+ PP /0 By (€)de

SISKP(l + éﬁKPQP%C) [@ + PLy(1+ Pr))p + /a By (f)d&} + P,
0

where 73: is independent of p. Separating the two sides of the above mentioned
inequality by p and perceiving that p’ = j(p + Pi[¢(0)]) + [[¢[p, as p — oo, we
acquire that

liminf,

Jo sz;(ﬁ)dﬁ  limint, o, (

S By (£)dE p! .
fo p/(g) fp) = .
p p
Thus, we have

~ 1~ o o~ —

Py (1+EPKP P@c) [] (Iy + PL,(1+ PF))} >1

and contradicts to (19). So, p > 0 and some h € Sg, ., II(B,) C B,.
Step 3. II(B,) is equicontinuous. In fact, assume g > 0 be small, 0 < a1 < ag < ec.
For every y € B, and z € Il y, there exists h € Sg, . such that for all @ € V, then

|Z(a2) — Z(on)| = |K ™' M(az) — K™'M(0n)||E1(0,%)]
+ |KE7 B (02, Yoy + Yas) — KT B (1, Yoy + Yoy )|

a2

+

K 'K M(as — &) E1 (€, ye + ﬂa)dﬁ)

+

K 'K M M(as — &) — M(ar — &) E1 (& ye + Jf)dfﬂ

a1 —¢€
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a1 —¢€ -~
| [T KK M - ) - M - OB e + Do)
0

s 13 —~
+ / K- o/ K~ M(as — €) / Floc—7) By (€, ye + De)drde]
0

@y

13 ~
| [ K M en =€) = Mlos = O] [ Pla =)y (5 + Do)

13 ~
K/ K M(on =€) = M(r = )] | Fla =By (€. e + e)arde]

/
+ /alistl[M(ag —&) = M(a — 5)}%«“%(77,%)6177‘
/a K-

" M(az =€) = M(ay — )8, )ds|
+ K 1M(a2—£)$x6 7, dn‘
| [ K 8 (0n - n(e)ae] + Mfaz =€) = M(a1 — h(€)d¢|

| [ K s — ) - e — e ds\
0
SﬁK‘M(aZ) (al)HEl( |+PK|E1 a2, Yoy +wa2) El(alayal +1Za1)‘

+E<P/ Loy + Ld+ Prc | |M(az =) = Mar - Ol [Lop' + L] dé
P [ IM(a =) = Mlor = Ol [Epf + Lo

_ az € __
+ PgP / Pr / [Lgp" + Lg|drd¢

[e5] 0

. a1 E —~
+PK/ |M(az — &) — M(ay —§)|PF/0 [Lgp" + Lg|drdé

- ;1 g 5 —
+PK/ |M(a2—g)—M(a1—§)\PF/O [Lgp' + Lg|drd¢

0

+ PPy / M (s — 1) — M(on — )] | B Pl (0)]| + P P E:(0,9)]

o _ a _ a I
+ Px [lgp" +1g] + PKP/ [Lgp + Lg|d¢ + PKP/ Pr / [Lgp’ + Ly|drd¢
0 0 0

+ PP [ Ayl€)de|(©de+ PPy [ M(aa =) = M(er =)l | PiP0(0)]

o —
+ PP B0 W) + Pcllyp! + 1) + PucP [ [y + L] e
0

_ @ & __ ~ >
PP /O Pr /0 [Lyp' + Ly]drde + PP /0 By (€)dE | (€)de
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+13KPMB/ Bre Pl[0(0)]] + P PIEL (0, 8)] + Prc [l +1,]

a1

e e e
+ PP / [Lop' + Ly)d¢ + PxcP / Pr / [Lgp’ + Ly drdg
0 0 0
+13KP/O Bp(&)di] (€)d§+13KP/ Zﬁp’(ﬁ)d§

| B / I M(as — &) — M(a — €)|By (€)de

| By / M0 — ©) — M(an — 6)[By (). (20)

Hence, for o > 0, one can confirm that (20) tends to zero as s — ;. Then again,
the compactness of .Z («) for @ > 0 gives continuity in uniform operator topology.
Hence II maps By, into an equicontinuous family of functions.
Step 4. II(« {¢ RS \II(BP)} is relatively compact in X.

Assume « 6 (0,¢], Q >0,0< ¢ < a Now z¢c B, we provide

do(@) = =K M()E1(0,9) + K E1 (), o + Ve

Y .
K 'K "M(a— &) E1 (€, ye + e )dE
0

/ K 'M(a—¢ .;sz/ (& = 7B\ (1, yr + 1y )drdE

+ / K 'M(a— BB K *M*(c— a)R(B,N5) | 2. — K~ M(c)[K(0)
0

— B1(0,9)] = K~ Ex (e, ye + ) — KT KTM(e= (6 ve + 1)) d€
/ K 'M(c— & oK™ / € —1)EL (T, yr + ¥, )drdE

7/ KlM(cn)h(n)dn] (r)d7+/ K" M (o — &)h(&)dE.
0 0

Because .7 («) is compact, A ,(a) = {to(a) : ¥, € II(By)} is relatively compact in
% for all o, 0 < 0 < a. Furthermore, for all 0 < o < a, we have

[¢(a) = gp(a)] <

L KM (0= B (€, ye + D)

a ¢ -
+ K’lsz%K’lM(a—f)/O Fla—&)En(&, ye +ws)d£’

a—pg

| [ K- oneag

+ /Ci K 'M(a—n) BB K *M*(c — a)R(B,N5) [z — K™ M(c)[K(0)

— E1(0,9)] — K By (¢, ye + )
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[ a6 + Do - / K~ M(c — n)h(n)dn

/ K 'M(c— ¢ oK~ / E—1 E1Ty7+¢7)d7df]()

Therefore

[P(a) — ¥y(a)] — 0 as o — 0.

Thus, there exist relatively compact sets arbitrarily close A(a) = {¢(a) : ¥ €
II(By)}, A() is relatively compact in 2 for all a € [0, ¢]. Because the compactness
at a = 0, therefore A(«) is relatively compact in 2, for all a € [0, ¢].
Step 5. W has a closed graph.

Assume that y, = y« as n — oo, z,, € Ily,, for all y, € B,, and z, — Z.
as n — oo. Now, we demonstrate z, € Ily.. Because z, € Ily,, there exists
hn € Sg,,y, such that

Zn(a) = _K_lM(a)El (0,%) + K_lEl(a, (Yn)a + @a)

0 K/ K~ M (a — ) By (€, (yn)e + e )d€

/KlMa— Y K~ / o — 7)VEL (7, (yn)r + ty )drdeE

+/0 K 'M(a— BB K "M*(c — OR(B,Y5) | 2o — KM (c)[Kv(0)

— E1(0,9)] — K Ei(c, (yn)e + ¥e) — /0 UKL K M (e — O)EL(E, (ya)e + De)de

o 13 ~
K 'M(c—&adK™! / F(c—7)Ey(T, (yn)r + U7 )drdE
0 0

- /0 KM - 5)%(5)@1 (€)de + /0 KMo — O (€)de, a eV,

We must demonstrate that there exists h. € Sg,,,, such that

Zy (O‘) = _KilM(o‘)El (0, 11[}) + KﬁlEl(aa (y*)a + 7:[;04)

4 /0 K/ K~ M(a — €)E1 (&, (3 )e + e)deé
a £ —~

+/ K—lM(a_g)M—l/ Fla— 7)By (7, (4)» + 2)drde
0 0

+ /Oa K 'M(a—n)BB* K *M*(c— a)R(B,Y§) | 2. — K~ M(c)[Kv(0)

— E1(0,9)] — K Eq (e, (y)e + %e) — /0 DK K M (e~ OB (6 (5 ) + de)de
o £ —~

- [ KM - K [ BB ), + 5)drde
0 0

- /0 "KM (e €)h*(£)d51 (€)de + /O " K M(a - Oh(€)de, a e V.
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Now, for all o € V, since Ej is continuous, we get

o~

(Zn(a) + K™ M (a)Er(0,4) = K~ Bi(a, (yn)a + ta)

i K Y/ K M (o — &) Er (€, (yn)e + e)dE

/K "M (a— )/ K~ / a—7)Ei(7, (Yn)r + - )drde

- /0 K'M(a — ) BB KM (c — a)R(B,T2) | 20 — K~ M(c)[K1(0)

- El(oﬂp)} - K_1E1(0> (yn)c + "ZC) - /Oa K_l'dK_lM(C - €)E1(§> (yn)£ + "Z&)dg
o ¢ ~
- / K 'M(c—&)aK! / F(c—1)Ei(T, (Yn)r + 7 )dTdS
0 0
- [ K= gm(© 1

— (z*(a) + K 'M(a)E1(0,4) — K 'Ei(a, (Y)a + ¥a)

¢l (€)de - /0 " K—1M<a—s>hn<£)d£>

0 K o/ K" M(a — &) By (&, (ya)e + e )dE

/K "M(a— &)/ K™ / a—1)Ey (7, () r + Oy )drde

- / K1 M(a — ) B5 K- M* (c — )R(B, X5) | 2 — K M(0)[K9(0)

— E1(0,9)] = K Er (e, (y)e + V) — /0 CK KM - OB (€ (e + De)dé
o 13 ~
- [ KM= 0K [ e DB ), + D

— 0 asn — oo.

/ K 'M(c— &)h,(6)dE|(

£)de - / K- 1Ma£>h*<5>d£>

Assume the linear operator © : L}(V, Z°) — C(V, Z°) which is continuous,

= /a K 'M(a — €)h(&)de — /a K 'M(a —§)BB K *M*(c—¢)
0 0

(x)R(ﬁ,Ng)(/ K='M(c — T)h(T)dT)dg.
0
Now, for each o € V', because E; is continuous and from z¢, one can get

o~

(Zn(oé) + K" M(2)E1(0,9) — K~ 'Ei(a, (Yn)a + Ya)

_ / K /K M(a — €) By (€, (yn)e + ve)dé
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a 13 ~
= [ K M- 9K [ Pla - B (). + Do)
0 0
- /O K 'M(a—&BB K M*(c— R(B,N5) [zc — KM (c)[K(0)
— E1(0,9)] = K Ex(c, (yn)e + the) — /Oa K e/ K™ M (c — €)E1(€, (yn)e + te)dé
Iy 13 ~
- /0 K-'M(c— &)/ K- /0 Fle—1)Ex (7 (yn)r + s )drde

-/ "KM (e €)ha n)n] (€~ / ) KlM(a—f)hn@)ds) € O(55,.0,)

Thus, in view of Lemma 2.7, © o Sg, is a closed graph operator. In addition, from
O, one can get that

(Z*(Oé) + K_IM(a)El (0, 1/)) - K_lEl(av (y*)a + 7204)
- [ E K - OB 6 (e + o
@ 13 ~
- [ EMa - gkt [P n B (), + G )drds
0 0
- /0 K 'M(a— &) BB K M*(c — )R(B,N5) [z — K™ M(c)[K(0)
— B1(0,9)] = K~ Ei(c, (ya)e + the) — /0 K KM - OB € (e + e)dé
o 13 —~
= [ KM= 9K [ e m)Br () + D)drs
0 0

-/ T KM (e - €. (n)dn] (€)d - / KM (o s)h*(@dg) € O(Sp,..).

for some h, € (Sg, . ). Thus, II has a closed graph.

From Step 1-5 in conjunction with the Arzela-Ascoli theorem, one can come to
an end that II is a compact multivalued map, upper semi-continuous with convex
closed values. From Lemma 2.7, one can assume II has a fixed point z and that is
a mild solution of (3)-(4). O
Definition 4.3. The differential system (3)-(4) is called approximately controllable
on V provided that R(c, z9) = 2, where R(c, 20) = {zc(20;2) : z(-) € L*(V,¥)} is
a mild solution of (3)-(4).

Theorem 4.4. If Ho-Hs and Hy are fulfilled and additionally

(a) E1:[0,c] x Z — Z and o/ F1(«,-) is continuous from weak topology of Z to
strong topology of Z.
(b) There exists K € L'(V,[0,00)) such that

sup || Ex(a, 2)[| + sup ||/ Es(e, y)|| < K(e),

2€Py YEPy
for a.e. a €V.
Then (3)-(4) is approzimately controllable on V.
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Proof. Suppose 2°(-) has a fixed point of ¢ in B,. In view of Theorem 4.2, any
fixed point of ¢ is a mild solution of (3)-(4) under
2(a) = BK ' M*(c — o)R(B, X5)p(@")
and fulfills
7(c) = zc + BR(B,RG)p(@”). (21)

Further, in view of the assumption on Fy and Dunford-Pettis Theorem, one can get
{he(€)} is weakly compact in L(V, Z), accordingly there is a subsequence {h*(€)},
which converges weakly to say h(¢) in L'(V, Z). Characterize

w =2, — K"'M(a)[Kv(0) — E1(0,9)] — K~ Fi(a, 24)

UKL K Mo - OB (€, 20)de
0

/KlMa— AK™ / ¢ — 7)Ey (T, 2 )drdéE

- [ r - oneode
Now, we have

(%)~ wil = [ &~ arte - ncea70) - melag|

<sup | [ xta - 9iniean(e) - nenae]. @2

acV

From Ascoli Arzela theorem of infinite-dimensional version, we demonstrate I(-) —
Jo A N(&)de : LNV, Z) — C(V, Z) is compact. Hence, |q(2°) — w| — 0 as
B — 0+ Furthermore, in view of (21),

17%(c) = zell <llaR(B, X5) ()| + IBR(B, R§) |l p(Z7) — wl]
<[IBR(B,RE) ()] + IpE”") — wl.

In view of Hg and from (22), ||2°(c) — z.|| — 0 as 3 — 0% and which shows the
approximate controllability of (3)-(4). O

Inspired by [4, 5, 27, 24, 32, 35], we study the approximate controllability of our
system (3)-(4) with nonlocal conditions has the form

T (K2(0) = Brla,z)) € @ [st0) + [ Fla- ©x(€)ag]
+ Es(a, zo) + Brx(a), a € V =10,¢], (23)
z(a) =Y(a) + ¢(Zar» Zans Zags " 1 2an) € Py, a € (—00,0], (24)
where 0 < oy < <az<---<a,<c¢q: P;’ — Py is a given function.

Definition 4.5. A function z : (—oo, ] = £ is called a mild solution of (23)-(24)
if zg = € P, on (—o0,0] and

Z(a) = KﬁlM(a)E[w(O) + Q(Zauzozzvzag,a e ,Zan)(()) —E; (07 1/))}

FET By + [ KK M - OB (6 e
0
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/KlMa AK™ / £ — 7)Ey(7, 27 )drdE

4 / KM (o — €)h(€)d + / K" M(a — ) Ba(€)de, acV,
0 0
is fulfilled.

Theorem 4.6. If Ho-Hy are fulfilled, then (23)-(24) is approzimately controllable
on 'V if

- 1~ - _
PP (14— PiP*Pye) j(l; + PL,(1+ Pr)| < 1.

5. An example. Considering an integro-differential system along control

o 62 « 82
g [ut0:2) = w0 2)] € Jzutes) + [ mle— &) pu(e,2)de

+ i, 7) + Flosu(a—p,2)), a€(0.c, p>0, z€[0,7], (25)
u(a,0) =u(a, ) =0, a€]l0,d, (26)
u(e, 2) =(a, 2), z€[0,7], «ac€ (—o0,0], (27)

To change this framework into abstract structure (1)-(2), assume 2 = L?([0,7])
and & : D(&/) C & — %, K : D(K) C & — % defined by &y = ¢y”, and
Ky = y—y"” where each domain D(«/) and D(K) is presented by {y € 2 : y,y’ are
absolutely continuous, y(0) = y(w) = 0}. Then M («) which is compact, analytic
and self-adjoint. Additionally &/ and K can be given by Ay = > 77 | k*(y, ug)ug,

y € D(ef), Ky = S5, (1+ K2y, uphur, y € D(K) where uy(z) = /2 sin(kz),
k=1,2,3,--- is the orthonormal of vectors of .«/. Additionally for u € &, one can
get

1
1 o~ K
K u= (U, ug)u
;(1+k2)< ’ k> k
and the kernal m(a — ) is continuous, then there exists my > 0 such that |m(« —
I < ma.
Phase space P, along the norm is presented as

0
1ll», :L 9(& )Esup (O 2.

In the above equation, g(¢) = e?¢, ¢ <0 and j = fi)oo g(&)dE = %

Since the analytic resolvent M («) is compact, there exist constants ks, k3 > 0
such that ||M(«)|| < ke and ||[(—2)"M(a — §)|| < ks(a — &)~ for each o € V' and
0 < v < 1. Assume u(a)(z) = u(a, z). Define

Fa,u)() = Fla,u()),
82
M(a = )2(§) = m(a - )5 u(€,2),

and B : ¥ — Z is interpreted by %z(a)(z) = jfi(a,z). Therefore, &/ K1 is
compact and bounded with ||[K | < 1.
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In this way, by applying the ideas introduced above (25)-(27) may be composed
as (1)-(2). Additionally, we introduce few appropriate requirements on functions
introduced above to prove assumptions on Theorem 3.4 and has come to the con-
clusion that (25)-(27) is approximately controllable on V.

Acknowledgments. The authors would like to express their warmest thanks to
the editor and anonymous referee for the careful reading of the paper and for the
useful suggestions and comments.
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