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#### Abstract

This paper analyses a specific case of permutation flow shop scheduling problem with job and machine priority. Sometimes, a particular job has to precede or succeed another job; or a set of jobs are to be together for a specific reason. Within the set of jobs also, there may be a condition that a particular job has to precede or succeed another job. In such case, the scheduling is done in two or more phases to optimize the makespan. In many occasions, the percentage utilization of a particular machine has to be increased due to several reasons. The machine may be costlier, rented, and highly precise or needs to be operated continuously. In the context of the permutation flow shop scheduling, the percentage utilization is calculated in terms of machining time compared with the makespan. For a fixed number of jobs, the total machining time for each machine is also fixed and reduction in the makespan only can increase the percentage utilization. On the other hand, splitting the machining times and regrouping may also help for achieving the objective. The problem is demonstrated with numerical examples. For trial purpose, the machining time of all the jobs that come before and after the priority machine are split ( $25 \%$ and $50 \%$ ) individually and also in toto, and combined with the critical machine. The number of jobs and machines is kept the same. Consequently, the makespan and percentage utilization have been computed and compared with the original case.
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## 1. Introduction

A general flow shop scheduling problem (FSP) with $m$ - machine permutation is one of the most interesting areas of research for more than six decades. In this problem, each job $\mathrm{i}, \mathrm{i}=1,2, \ldots, \mathrm{n}$ needs to be processed on each machine $\mathrm{j}, \mathrm{j}=1,2 \ldots ., \mathrm{m}$, in that order during an uninterrupted processing time $\mathrm{t}_{\mathrm{ij}} \geq 0$. In such problems, minimizing the makespan (total completion time) is considered as one of the most important performance measures that has to be optimized. Some common performance evaluation objective functions of a PFSP are:

- Make Span - total time to completely process all jobs (Most Common and most popular)
- Average Time of jobs in a flow shop
- Lateness
- Average Number of jobs in a flow shop
- Utilization of machines
- Utilization of workers

Our objective is to find a processing order of the n jobs, the same for each machine since a permutation flow shop, such that the makespan is minimized. That is, all the n jobs are finished as soon as possible. For n number of jobs, then, n ! sequences are possible. So many assumptions have been made while finding the sequence like: all jobs are available for processing at time zero; at any time, each machine can process at most one job and each job can be processed on at most one machine; the capacity of the queue for each machine is unlimited.
The processing time for computing the exact solution grows exponentially with an increase in the problem size. But, for a problem with 2 machines and n jobs, Johnson [1] had developed a polynomial algorithm to get an optimal sequence (more than one optimal solution may be available for the same problem), that is, in a definite time, one can get an optimal solution.

The problem is NP-complete and many heuristics have been proposed over the years to obtain approximate solutions for the flow shop problem. Palmer's [2] slope Index (SI) method and Gupta's [3] functional algorithm are the ones proposed in earlier days. Both the CDS and RA (rapid access procedure) heuristics proposed by Campbell et al. [4] and Dannenbring [5] respectively are based on Johnson"s algorithm for the two machine problem. The NEH algorithm proposed by Nawaz et al. [6] has been widely accepted as one of the best polynomial heuristics in practice.

However, the case is entirely different in real situations making the problem further complex. So many constraints are to be considered in real shop floors, which are unlimited. The authors have already analyzed a few cases like, job idle time in between machines [7] and known breakdown times [8]. Priority assignments have been analyzed by researchers like Etemdi et al [9] and Chang et al [10]. Chandramouli [11] proposed a Heuristic approach for n -job, 3-machine flow-shop scheduling problem involving transportation time, breakdown time and weights of jobs. Pandian and Rajendran [12] improved and further simplified the procedure.

For computing the makespan and the corresponding sequence, codes are generated in MATLAB 2008a and run in an i5 PC with 4 GB RAM.

## 2. Job Priority Environment

For the purpose of analysis, one permutation flow shop scheduling problem (PFSP) with 5 machines and 5 jobs is considered as shown in Table 1. For computing the makespans and the corresponding sequences, the well known NEH algorithm has been used.

In a general PFSP, all jobs are given the same preference and weight for processing. The scheduling is not influenced by any constraint. However, the constraints are unlimited in a real shop floor. For study purpose, only one constraint is considered in our paper. That is, a group of jobs are to be together while processing. For example, let us consider the job numbers 1,3 and 4 are to be together during processing, always. The order of processing is not constrained here. But, once the processing of any one of the jobs from this group is started, other members should follow immediately. The approaches may be many to find a sequence with optimal / near optimal makespan. Only two cases are analyzed here.

Table 1, Sample 5 M/C, 5 Jobs PFSP

| Jobs <br> Machine |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | 2 | Processing Times |  |
| A | 7 | 6 | 4 | 4 |
| B | 5 | 4 | 6 | 9 |
| C | 4 | 5 | 3 | 5 |
| D | 8 | 4 | 2 | 6 |
| E | 6 | 5 | 5 | 7 |

## Case 1

The procedure:

1. The sub-sequence to be computed first.
2. From the optimal sub-sequence, only the first job is taken, considered with remaining jobs for computing the other partial sequence.
3. Both the sequences are combined to obtain the optimal sequence.
4. From the sub-sequence, only the last job is taken, considered with remaining jobs for computing the other partial sequence.
5. Both the sequences are combined to obtain the optimal sequence.
6. Similarly, other jobs from the initial partial sequence are taken one by one, combined with other jobs, for computing the final partial sequence. Both the partial sequences are combined properly to obtain the optimal sequence.
7. Finally, the best sequence and the corresponding makespan are selected from the available results.

When this procedure is used for the problem:
(i) Among the jobs 1, 3 and 4, the sub-optimal sequence is 3-1-4 (with a makespan of 42 units).
(ii) Job number 3 is taken and the set of jobs to be considered is: 2, 3 and 5 . The sequence is once again is computed as 3-2-5 (with a makespan of 45 units).
(iii) Combining both the sequences, the optimal sequence can be 3-1-4-2-5 with a makespan of 61 time units.
(iv) For the second option, Job number 4 is taken and the set of jobs to be considered is: 2, 4 and 5.The partial sequence is: 2-5-4 (with a makespan of 49 units).
(v) Combining both the sequences, the optimal sequence can be 2-5-3-1-4 with a makespan of 60 time units.
(vi) Similarly, Job number 1 is taken and the set of jobs to be considered is: 125 . The partial sequence is: 2-5-1 (with a makespan of 47 units). Both the sequences are combined to obtain the optimal sequence. The optimal sequence can be 2-5-3-1-4 with a makespan of 60 time units.
(vii) Finally, out of the available sequences, the best one is selected with the minimum makespan. That is, 2-5-3-1-4 with a makespan of 60 time units is the required sequence for the problem with the constraint.

## Case 2

The Procedure:
In this approach, initially, without considering any constraint, using the popular NEH heuristic algorithm, the solution sequence and the corresponding makespan have to be computed. Afterwards, depends on the resultant sequence, the options shall be tried to arrive the final optimal sequence considering the constraint.

For the given problem, without considering the constraint, the sequence and the corresponding makespan have been
computed as 3-2-5-1-4 and 59 time units respectively.
Now, the constraint will be considered, that is, the jobs 1,3 and 4 are to be together.
This can be done in many ways.
(i) Since the jobs 1, 3 and 4 are to be together, jobs 1 and 4 are moved ahead resulting in the sequence, 3-1-4-2-5 with a makespan of 61 time units.
(ii) Job 3 is moved behind to obtain 2-5-3-1-4. The makespan is 60 time units.
(iii) In the third option, jobs 3, 1 and 4 are inserted in between to get 2-3-1-4-5 with a makespan of 61 time units.
(iv) Finally, the sequence with the minimum makespan is selected as the final schedule. In this case, 2-5-3-1-4 with a makespan of 60 time units.

## 3. Machine Priority Environment

The same PFSP as shown in Table 2 is considered and the condition is that, the critical machine is C, whose percentage utilization has to be improved. Machine $C$ has a total machining time of $4+5+3+6+6=24$ time units.
Table 2, Sample 5 M/C, 5 Jobs PFSP

|  | Jobs |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Machine | Processing Times |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 |
| A | 7 | 6 | 4 | 9 | 5 |
| B | 5 | 4 | 6 | 3 | 7 |
| $C$ | 4 | 5 | 3 | 6 | 6 |
| D | 8 | 2 | 5 | 8 |  |
| E | 6 | 7 | 5 | 8 | 9 |

Using the popular NEH heuristic algorithm, the solution sequence and the corresponding makespan have been computed as 3-2-5-1-4 and 59 time units respectively.
The percentage utilization of machine $\mathrm{C}=(24 / 59) * 100=40.68$.

## Analysis (i)

Without altering other processing times, $25 \%$ on machining times of machine B are added to the machine C . The new problem arrived is presented in Table 3.

Table 3, New 5 M/C, 5 Jobs PFSP

| Machine | Jobs |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Processing Times |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 |
| A | 7 | 6 | 4 | 9 | 5 |
| B | 3.75 | 3 | 4.5 | 2.25 | 5.25 |
| C | 5.25 | 6 | 4.5 | 6.75 | 7.75 |
| D | 8 | 4 | 2 | 5 | 8 |
| E | 6 | 7 | 5 | 8 | 9 |

The solution sequence and the corresponding makespan have been computed as 3-2-5-1-4 and 59 time units respectively.
Machine C has a machining time of 30.25 time units.
The percentage utilization of machine $\mathrm{C}=(30.25 / 59)^{*} 100=51.27$.
Now, $50 \%$ on machining times of machine B are added to machine C as shown in Table 4.

Table 4, Modified 5 M/C, 5 Jobs PFSP

| Jobs <br> Machine | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :---: | :--- | :--- |
|  |  | 3 | 9 | 5 |  |
|  | 7 | 6 | 3 | 1.5 | 3.5 |
|  | 2.5 | 7 | 6 | 7.5 | 9.5 |
| D | 6.5 | 2 | 5 | 8 |  |
| E | 8 | 4 | 5 | 8 | 9 |

The solution sequence and the corresponding makespan have been computed as 3-2-5-1-4 and 60.5 time units respectively.
Machine C has a machining time of 36.5 time units.
The percentage utilization of machine $C=(36.5 / 60.5) * 100=60.33$.
Finally, all the machining times of machine $B$ are combined with the machine $C$ (Table 5).
Table 5, Machine B completely eliminated

| Jobs |  |  |  |  |  |
| :--- | :--- | :--- | :---: | :--- | :--- |
| Machine | Processing Times |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 |
| A | 7 | 6 | 4 | 9 | 5 |
| B | 0 | 0 | 0 | 0 | 13 |
| $C$ | 9 | 9 | 9 | 5 | 8 |
| D | 8 | 4 | 5 | 8 | 9 |
| E | 6 | 7 |  |  | 5 |

Repeating the computation, the solution sequence and the corresponding makespan have been computed as 5-1-4-23 and 61 time units respectively.
Machine C has a machining time of 49 time units.
The percentage utilization of machine $\mathrm{C}=(49 / 61)^{*} 100=80.33$.

## Analysis (ii)

In this phase, the processing times pertaining to the machine D are split and appended to machine C , initially $25 \%$ and then $50 \%$. The resultant problems are shown in Tables 6 and 7.
Table 6, Processing Times of Machine D Split

| Jobs <br> Machine |  |  |  |  | 1 |
| :--- | :---: | :---: | :---: | :---: | :---: |

Using the NEH heuristic algorithm, as earlier, the solution sequence and the corresponding makespan have been computed as 3-2-5-1-4 and 59 time units respectively.
Machine C has a machining time of 30.75 time units.
The percentage utilization of machine $\mathrm{C}=(30.75 / 59)^{*} 100=52.12$.

Table 7,50\% of Processing Times of Machine D added to C

|  | Jobs |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :--- |
| Machine | Processing Times |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 |
| A | 7 | 6 | 4 | 9 | 5 |
| B | 5 | 4 | 6 | 3 | 7 |
| $C$ | 8 | 7 | 1 | 8.5 | 10 |
| D | 4 | 2 | 5 | 2.5 | 4 |
| E | 6 | 7 | 8 | 9 |  |

For the $50 \%$ modified problem, the solution sequence and the corresponding makespan have been computed as 3-2-5-1-4 and 59 time units respectively. Machine C has a machining time 37.5 time units.
The percentage utilization of machine $\mathrm{C}=(37.5 / 59) * 100=.63 .60$.
If all the machining times of D are combined to the machine C as shown in Table 8 , then, the solution sequence and the corresponding makespan have been computed as 3-2-5-4-1 and 67 time units respectively.
Machine C has a machining time 51 time units.

Table 8, Machine D completely eliminated

| Jobs |  |  |  |  |  |
| :--- | :--- | :--- | :---: | :--- | :--- |
| Machine | Processing Times |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 |
| A | 7 | 6 | 4 | 9 | 5 |
| B | 5 | 4 | 6 | 3 | 7 |
| $C$ | 12 | 9 | 5 | 11 | 14 |
| D | 0 | 0 | 0 | 8 | 0 |
| E | 6 | 7 | 5 | 8 | 9 |

The percentage utilization of machine $\mathrm{C}=(51 / 67) * 100=.76 .12$.
The results are summarized in Table 9.

Table 9, Summary of Results

| Condition | Percentage Split | Makespan | Percentage Utilization |
| :--- | :--- | :--- | :--- |
| $\mathrm{B}=>\mathrm{C}$ | 25 | 59 | 51.27 |
|  | 50 | 60.5 | 60.33 |
|  | 100 | 61 | 80.33 |
| $\mathrm{D}=>\mathrm{C}$ | 25 | 59 | 52.12 |
|  | 50 | 59 | 63.60 |
|  | 100 | 67 | 76.12 |

## 4. Discussion and Conclusion

This paper analyzed two specific constraints with numeric examples, one with job priority and the other one with machine priority. In the case of job priority environment, the constraint of togetherness has been considered and analyzed. Three jobs have been assumed randomly for this purpose. Two different procedures are used to obtain the minimum possible makespan. When the first procedure is used, the final solution is obtained from three sequences with makespans 61,60 and 60 time units. Similarly, the other procedure also yields three sequences
with makespans 61,60 and 61 time units. However, in both the procedures, the final solution is the same. That is, the sequence 2-5-3-1-4 with a makespan of 60 time units. It has been observed that, specifying one heuristic procedure is extremely difficult to arrive a possible solution.

The other machine priority constraint problem deals with increasing the percentage utilization of a particular machine, termed as a critical machine. This has been tried by increasing the processing times of different jobs in that machine. Different situations have been analyzed with $25 \%, 50 \%$ and finally $100 \%$ reallocation of processing times of adjacent machines to the critical machine. The percentage utilization naturally increases with increased machining times at the cost of makespan. However, the percentage increase of makespan is very less when compared to the increase in percentage utilization (Table 9). Hence, it is recommended that, wherever possible, the processing times of the neighbouring machines are to be split and added with that of critical machine. The reallocation of processing times need not be same for all the jobs.
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