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� Emergent intelligence technique collects, analyzes, shares and monitors traffic and resources.

� Developed traffic management system architecture and analyzed zones and regions with respect to traffic and resources.

� Described the emergent intelligence technique based traffic management in a metropolitan area.

� Performance analysis is performed in realistic scenario by integrating NS2, SUMO, OSM and MOVE tool.
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a b s t r a c t

In recent years, modern metropolitan areas are the main indicators of economic growth of

nation. In metropolitan areas, number and frequency of vehicles have increased tremen-

dously, and they create issues, like traffic congestion, accidents, environmental pollution,

economical losses and unnecessary waste of fuel. In this paper, we propose traffic man-

agement system based on the prediction information to reduce the above mentioned is-

sues in a metropolitan area. The proposed traffic management system makes use of static

andmobile agents, where the static agent available at region creates and dispatches mobile

agents to zones in a metropolitan area. The migrated mobile agents use emergent intelli-

gence technique to collect and share traffic flow parameters (speed and density), historical

data, resource information, spatio-temporal data and so on, and are analyzes the static

agent. The emergent intelligence technique at static agent uses analyzed, historical and

spatio-temporal data for monitoring and predicting the expected patterns of traffic density

(commuters and vehicles) and travel times in each zone and region. The static agent op-

timizes predicted and analyzed data for choosing optimal routes to divert the traffic, in

order to ensure smooth traffic flow and reduce frequency of occurrence of traffic conges-

tion, reduce traffic density and travel time. The performance analysis is performed in

realistic scenario by integrating NS2, SUMO, OpenStreatMap (OSM) and MOVE tool. The

effectiveness of the proposed approach has been compared with the existing approach.
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1. Introduction

Ametropolitan area is densely populated urban core area and

is surrounded by less populated territories, sharing industry,

housing, and infrastructure. It consists of urban areas, satel-

lite cities, rural areas and towns, and these are socio-

economically tied to the urban core, and are typically

measured by commuting patterns of commuters. The rapid

development, urbanization, national and international trades

in a metropolitan area leads to increase in the traffic conges-

tion, demands, freight flows and frequency of vehicles. The

increase of these factors results in growing of frequency of

traffic jams, accidents and fatalities (Bickel et al., 2007), and

they lead to significant recurring delay in a metropolitan

area. Most of the time these factors depend on the type of

place and periods of time. Therefore, in a metropolitan area

traffic congestion is an unbearable event for commuters and

wastes their precious time and burns money in the form of

fuel (Boarnet et al., 1998; Stathopoulos et al., 2002, 2003).

Hence, in near future most of the metropolitan areas will

become less attractive to business and new residents.

The growing metropolitan areas are facing challenges,

such as real time traffic collection, analysis and sharing, traffic

density and travel time predictions on routes, to improve the

traffic management (Chavhan and Venkataram, 2017). These

challenges heavily impacts on daily routine activities and

economic losses of commuters and transit operators. Hence,

commuters and transit operators will plan on extra amount

of trip time to ensure that should not arrive late to their

desired destination and reach their required expectations.

Therefore, the commuters, and transit operators, greatest

interests are to know with some certainty, traffic flow

densities pattern, resource utilization pattern and travel

time patterns would occur in the near future on routes and

areas. Some of these are achieved by using prediction

models (Ghosh et al., 2009; Herring et al., 2010; Vlahogianni

et al., 2005, 2006), and they provide more accurate and

realistic traffic information than the more recently

estimated information.

Short term traffic methods, such as k-nearest neighbor

(KNN), artificial neural network (ANN), time series analysis

(TSA) and support vector regression (SVR) (Castro-Neto et al.,

2009; Clark, 2003; Hou et al., 2013, 2015; Kim and Hong, 2015;

Lippi et al., 2013; Lv et al., 2015; Quek et al., 2006), data mining

and deep learning (Guo, 2016; He et al., 2013; Panagaiotou

et al., 2016; Polson and Sokolov, 2017; Raj et al., 2016; Zamani

et al., 2010) techniques are used for traffic analysis, prediction

and management. These methods may suffer from several

drawbacks, including adaptability during dynamic changes in

road conditions and new structures, low computing speed and

more processing time. These drawbacks have motivated us to

re-examine the analysis, sharing, monitoring, prediction and

management of resources, traffic and travel time using

emergent intelligence (EI) technique (Chavhan and Ven-

kataram, 2015, 2019a, b; Li et al., 2006; Rzevski and Skobelev,

2007) in a metropolitan area. Because the EI technique adapts

to dynamic behavior in distributed environments and is the

best choice for dynamic traffic management system, which

also improves the traffic efficiency, reduces waiting time and

under-utilization of resources (like number of vehicles,

amount of fuel, parking space, etc.).

In this paper, we propose an intelligent trafficmanagement

system using prediction information in a metropolitan area.

The proposed system makes use of static and mobile agents.

The static agent deployed at each region, which creates and

dispatches mobile agents to their respective zones in a

metropolitan area. The migrated mobile agents use EI tech-

nique for collecting, analyzing and sharing the traffic flow

parameters (speed and density), historical data, resource in-

formation, spatio-temporal data and so on. The static agent

uses these analyzed and historical information for predicting

the expected patterns of traffic density (commuters and ve-

hicles) and travel times in each zone and region of metro-

politan area. The predicted information along with the spatio-

temporal data (e.g., place and time period) are used for dy-

namic traffic management in a metropolitan area. The pro-

posed model reduces frequency of occurrence of traffic

congestion, growth of traffic density at particular place and

travel time in each zone and region.

The organization of the rest of the paper is as follows: in

section 2, presents the literature survey; in section 3,

discusses agents and EI technique; in section 4, presents the

proposed traffic management system architecture; in section

5, discusses resource, traffic and travel time analysis in

zones and regions of metropolitan area; in section 6,

presents EI based traffic management; simulation and

analysis results are given in section 7; the existing and

proposed models results discussion are presented in section

8; and conclusions are drawn in section 9.

2. Literature survey

In this section, we describe few existing works on traffic

analysis, prediction, scheduling and management using short

term traffic prediction methods (parametric, non-parametric

and artificial intelligence), data mining, deep learning, swarm

intelligence and agent based techniques in different networks

and scenarios.

Articles (Castro-Neto et al., 2009; Clark, 2003; Hou et al.,

2013; Kim and Hong, 2015; Lippi et al., 2013; Quek et al., 2006)

proposed methods for traffic prediction and management

using KNN, ANN, TSA and SVR models. In Lippi et al. (2013)

accurate prediction and efficiently computation are done by

using TSA model, which performs highly competitive for

predicting traffic flow during highly congested periods of

time. During the typical and atypical conditions traffic flow

prediction for short term is done using SVR model (Castro-

Neto et al., 2009). In Clark (2003) and Hou et al. (2013) the

multivariate non-parametric KNN model is used for traffic

congestion prediction based on speed, traffic flow and

density measured at loop detector on a per minute basis. In

Kim and Hong (2015) and Quek et al. (2006) ANN models are

used for predicting traffic flow prediction in urban area.

These methods have their own drawbacks, like being

difficult to manage immediate changes in the road

conditions and new road structure, low computing speed

and high processing time requirements as size of the

processing information increases.
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Van Hinsbergen et al. (2011) used the neural networks for

prediction of travel time because they can deal with noisy

data. For training the networks, they have used the Bayesian

techniques which results in lesser error and predicts

accurate confidence bounds. Min and Wynter (2011)

developed the method for real time traffic prediction at a

fine granularity over different time periods in a day by

making use of advanced and smart transportation

technologies. The method provides real-time route guidance

and short term traffic prediction from the point of view of

network operators and commuters. Ayeni (1978)

demonstrated the use of entropy maximizing models in

analyzing the impacts of government policies and

metropolitan area plans. Models are simplified versions of

reality, and they constitute mechanisms for understanding

city systems and for designing the future city.

Raj et al. (2016), Zamani et al. (2010), Guo (2016) andHe et al.

(2013) used datamining techniques for traffic analysis, density

estimation, prediction and traffic management. They used

KNN and ANN as tools for data mining, and these data are

collected using the sensors.

Jere et al. (2014) analyzed the change of commuters' pattern

in railway networks at different time periods in weekdays and

weekends. The objectivewas achieved using the proposed two

data mining techniques, namely common orthogonal basis

extraction (COBE), and joint and individual variation

explained (JIVE).

Jia et al. (2017), Manoharan (2016), and Polson and Sokolov

(2017) used deep learning techniques for traffic flows

prediction. Polson and Sokolov (2017) described their

methodology on road sensor data and predict traffic flows

during two special events, i.e., football game and an extreme

snowstorm event. Both the cases have sharp traffic flow

regime changes, occurring very suddenly, and showed that

how deep learning technique provides precise short term

traffic flow prediction. Jia et al. (2017) and Manoharan (2016)

predicted the traffic flows under rainfall situation using the

deep learning techniques, which uses NN as the tool.

He and Peeta (2015) proposed themodel of day to day traffic

evolution based on strategic thinking and marginal decision

rule. They have analyzed the theoretical properties, which

includes invariance, asymptotic stability and relationship

with the rational behavioral adjustment process. Nantes

et al. (2015) have built real time traffic prediction model for

arterial corridors using the collected traffic data through

various sensors, such as loop detectors, cell phones, probe

vehicles, video cameras, Bluetooth, remote sensing and

public transport smart cards.

Viriyasitavat et al. (2009), Abu-Ghazaleh and Alfa (2008),

and Xue et al. (2009) carried out the trafficmobility pattern and

routes prediction in VANETs and urban areas. Viriyasitavat et

al. (2009) analyzed vehicular traffic using cellular automata

(CA) approach. During analysis they have identified

problems in routing and provided some important insights

for designing routing protocol for urban traffic. In

Viriyasitavat et al. (2009), transit and non-transit traffic

pattern are considered in urban areas. Abu-Ghazaleh and

Alfa (2008) have developed prediction model using Markov

Renewal process. They have predicted the mobility and

activity of network users and estimated the traffic

population of users at each location in a network coverage

area. Xue et al. (2009) predicted vehicular route based on the

mobility patterns of vehicles in urban areas.

Kammoun et al. (2014), Monteiro and Corria (1999), Sach-

deva et al. (2007), Desai et al. (2011), Osaba et al. (2016), Zargari

et al. (2012), Adler et al. (2005), Harnandez et al. (2002), Adler

and Blue (2002), Franziska et al. (2006) and Chen and Cheng

(2010) described the traffic congestion and management

using multiagent system (MAS) at different conditions,

scenarios and parameters. The authors in article (Kammoun

et al., 2014) have proposed an adaptive MAS for managing

road traffic using swarm intelligence (SI), such as ant colony

and hierarchical fuzzy system. SI is used for itinerary

evaluations by integrating contextual parameters

influencing the route choice. They have collected the travel

time taken by drivers and real time traffic information

required to reach destinations, for improving the quality of

road network (during jams and congestions). In Monteiro

and Corria (1999), MAS approach was used to control the

traffic in telecommunication networks, such as public

switched telephone network (PSTN), integrated services

digital network (ISDN) or transmission networks. Sachdeva

et al. (2007) proposed a MAS based real time centralized

evolutionary optimization technique for management of

urban traffic in the area of traffic signal control. They have

summarized different evolutionary techniques available for

avoiding congestion and managing the traffic in intelligent

transportation systems (ITS).

Desai et al. (2011) discussed existingMAS based congestion

management in ITS and described their advantages over other

techniques. Osaba et al. (2016) discussed decentralized

management of traffic congestion in a highway and the

prediction of pollution level in a city using distributed

artificial intelligence based on classification techniques.

Adler et al. (2005) described mathematical framework and

simulation model for a cooperative traffic management and

route guidance system. They have explored the use of

cooperative, distributed MAS to improve the traffic

management and dynamic routing strategy. Hernndez et al.

(2002) described and compared two scheme: integrated TRYS

and autonomous TRYS centralized and decentralized

intelligent traffic management systems, respectively in the

urban motorway network. Both these schemes uses traffic

management agents which uses similar knowledge-based

reasoning techniques in order to deal with local traffic

issues. Adler and Blue (2002) proposed a cooperative MAS

based transportation management and route guidance

system by negotiation among agents (network managers),

service providers, and drivers equipped with route guidance

systems.

Teodorovic (2008), Ilie and Bǎdicǎ (2013), Ducatelle et al.

(2010), Teodorovic (2003), Hu et al. (2016), Garcia-Nieto et al.

(2011, 2012), Renfrew and Yu (2009) and Tatomir and

Rothkrantz (2006) described the SI technique based road

traffic control, traffic signal control, traffic light scheduling,

traffic and transportation management at different

conditions in urban system. Teodorovic (2008), Ilie and

Bǎdicǎ (2013), Ducatelle et al. (2010) and Teodorovic (2003)

discussed the framework, principles and applications of

swarm intelligence for modeling complex traffic and
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transportation system, adaptive routing in

telecommunication networks and transport modeling. Hu

et al. (2016) and Garcia-Nieto et al. (2011, 2012), described

road traffic management and traffic light management

application in the real urban traffic networks.

In this paper, we use EI technique which is very much

suitable in dynamic situations for resource and traffic density

analysis, collection, monitoring, sharing and management in

a metropolitan area. The proposed traffic management sys-

tem using prediction information resolves the problems faced

by the existing methods. Because EI technique provides par-

allel processing; autonomously replenishes environment by

interconnecting synchronized groups of agents; adapts to

dynamic environments; and takes smart and dynamic

decentralized decisions to achieve common goal of system.

3. Overview of agents and emergent
intelligence technique

In this section, we describe agent technology and emergent

intelligence (EI) technique, which are very much relevant in

the proposed traffic management system in a metropolitan

area.

3.1. Agent technology

Agents are distributed and autonomous codes, executing at

depot and performs actions on behalf of humans or others.

The interesting properties are autonomy, reactivity, mobility,

communication skills and manymore. Depending upon these

properties they have categorized. In this paper, we have used

stationary and mobile agents (depending upon their mobility

pattern they have categorized) for collection, analysis and

allocation of resources and traffic information at different

remote places, and also taking autonomous decisions.

3.2. Emergent intelligence (EI)

It is the group intelligence, and group consists of neighbor-

hood roadside units, vehicles, pedestrians and agents, and

these are spontaneously and periodically interacts among

them (Chavhan and Venkataram, 2015, 2019a, b; Li et al., 2006).

It is the integration of MAS and SI, and hence it can be

considered as sub-field of computational intelligence (CI). EI

appears whenever there will be occurrence of events

(predictable or unpredictable) and exists till the problem

solving processes completed. Hence, it reacts on events,

schedule resources, coordinate plans, monitor plans

execution, deliver services and reschedule resources during

the mismatch between current plan and current situation.

Based on some fundamental concepts of self-organization

and evolutionary, the EI technique adapts to any kind of

situations and provides dynamic decisions in dynamic

environment to achieve common goals of the whole system.

The adaptability in EI technique recognizes user needs,

changes in plans, behavior and reconfiguration of resources

in a real time for predicting the events with cooperation,

Fig. 1 e Emergent intelligence technique based group formation and interaction among agents, vehicles, commuters and

roadside units in a metropolitan area.
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competence, negotiation and collaboration of neighbor

entities for providing optimal resource or services.

The EI technique's salient features consists of parallel

processing, adaptability, autonomously replenishing, dy-

namic decision making, self-organizing, evolutionary, coop-

erating, collaborating, negotiating, and competing. These

features make EI technique more suitable for geographically

distributed dynamic and complex non-linear systems.

EI technique's decision making (Fig. 1) steps are as follows.

(1) Initiator depot's agent forms group, which consists of

transport depot staffs, roadside units (RSUs), agents and

vehicles, continuously and periodically whenever they

have certain common interests among them otherwise

abandons them.

(2) It analyzes, refines and estimates resource required,

and decides type and amount of information need to be

shared periodically.

(3) It anticipates resources, traffic jam, waiting time, etc.,

using analyzed and historical data.

(4) It uses anticipated information for deciding staffs and

agents cooperation, competence and negotiation.

(5) It spontaneously and periodically collects, analyzes,

monitors, shares, allocates and accesses certain

amount of anticipated information.

(6) It takes smart, independent and decentralized dynamic

decisions to solve problems (either partial or full) and

informs to the concerned agents for further actions (like

transportation, evacuation, etc.).

Fig. 1 shows formation of group, interactions, collection,

sharing and prediction of information among static agent

(SA), multiagents (MAs), vehicles, pedestrians and RSUs

using EI technique.

The benefits of EI with agents in transportation system

domain are as follows.

(1) It has the ability to reduce complexity due to the concise

and natural modeling of the problem domain.

(2) It enhances robustness and adaptability due to self or-

ganization and evolutionary nature of the subsystems.

(3) It replenishes environment by creating autonomous

regenerating feedback loop by interactions among

group of agents.

(4) It provides more communication flexibility in the

geographically distributed complex systems.

Transportation and traffic management operation in

the metropolitan area is geographically distributed and its

continuous alternating busy and idle operating character-

istics are well suited to EI technique's features with

agents. The necessities of EI technique in this paper are as

follows.

(1) Resource and traffic information collection, analysis

and sharing among the groups of agents (both static and

mobile agents) in zones and regions.

(2) Prediction of resource required, traffic density, travel

time on routes, etc., in zones and regions.

Fig. 2 e Proposed traffic management system architecture. (a) Hierarchical division of metropolitan area. (b) Traffic

management system architecture at depot. (c) Zone and sub-zone formation.
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(3) Optimal allocation of resources (like vehicles, staffs,

etc.) and dynamic trafficmanagement in ametropolitan

area.

4. Proposed traffic management system
architecture

In this section, we present hierarchical division of metropol-

itan area and architecture of the proposed system available at

depots. The main objective of proposed work is to analyze,

predict andmanagement of resource, traffic and travel time in

every zones and regions of metropolitan area.

The metropolitan area is divided into N number of regions

and each region contains a depot with SA. Again, each region

is subdivided into n number of zones. The hierarchical divi-

sion of metropolitan area is shown in Fig. 2(a).

The proposed traffic management system architecture is

shown in Fig. 2 (b), which is available at each depot in a

metropolitan area. It consists of region and zone formation

module; spatio-temporal module; commuters and vehicles

model; resource estimation and allocation module; traffic

density prediction module; travel time prediction module;

and emergent intelligence based traffic management

module. These are explained in subsequent subsections.

4.1. Formation of zones and sub-zones

We have modeled the metropolitan area as network of nodes

and links, where nodes represent depots and links corre-

sponds to routes between the depots. Given the radius of re-

gion (R ¼ L/2), the region centered with SA deployed in depot,

and it uses coordinate techniques to logically divide the region

into required number of zones and sub-zones as shown in

Fig. 2(c). The procedure of zones and sub-zones formation is

explained in the algorithm 1 (Fig. 3).

4.2. Static agent (SA)

SA resided at depot creates and dispatches mobile agents

(MAs) to zones. The functions of SA at the depot in a metro-

politan area are as follows.

(1) It forms the logical zones and sub-zones.

(2) It creates and dispatches MAs to all zones in a metro-

politan area periodically to collect resource informa-

tion, traffic density, historical information, etc.

(3) It analyzes and predicts the exact situation, re-

quirements, growth or decline of traffic density,

resource utilization, and travel time in each zone in a

metropolitan area.

(4) It shares analyzed and predicted information toMAs, and

theseMAs shareswith RSUs, vehicles andpedestrians for

managing the traffic flow in a metropolitan area.

4.3. Spatio-temporal module (STM)

It consists of finite set of points with location information,

relationships between pairs of points, time dependent attri-

butes attached to points and relationships. It attempts to

capture the dynamic behavior and complex statistical de-

pendencies that can arise from the evolution of phenomena at

many spatial and temporal scales. It provides traffic data to

the traffic management system in the form of spatial-time

series and are collected at specific locations and constant in-

tervals of time for predicting the actual behavior and condi-

tions of regions.

4.4. Commuters and vehicles model

At each zone, the roadside units (RSUs) are deployed to pro-

vide seamless network connectivity and we further assume

that the coverage intersection is insignificant. The

Fig. 3 e Algorithm 1.
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commuters' arrivals to the zones are shown in Fig. 4(a) along

with their arrival rates. Table 1 shows the notations and

their meanings used in the commuters and vehicles model.

Let Ni
c;x;t represents the total number of commuters at time

t occupying in a given length x of zone i is given by

Ni
c;x;t ¼

liðtÞR

Dxvi
(1)

where liðtÞ; vi ; x;and R represent arriving rate of commuters,

average speed of commuters, commuters occupying length

and coverage area of zone i at time t, respectively.

Similarly, the vehicles' arriving rates to zones is shown in

Fig. 4(b) along with their arrival rates. Javed et al. (2015)

estimated vehicle densities in a particular range, and they

have considered only the distance and bandwidth

utilization. But they have not considered the arrival rates

and vehicles speed in that range for realistic estimation of

vehicles density. In this paper, we have considered all the

above mentioned parameters for estimating the vehicles

density in a zone. The vehicle density at time t occupying in

a given length x of zone i is given by

Ni
v;x;t ¼

miðtÞR

Dxsi
(2)

where miðtÞ; si; x and R represents the arriving rate of vehicles,

the average speed of vehicles, vehicles occupying length and

the coverage area of zone i at time t, respectively.

Let Ni
vb;x;t represents the average number of vehicle

breakdowns in zone i at t is given by

Ni
vb;x;t ¼

XNi
v;x;t

j¼1
VjP

�

Vj

�

(3)

P
�

Vj

�

¼

8

<

:

0 TBiðtotalbreakdownsÞ and PBiðpartial breakdownsÞ
1 NBiðnobreakdownsÞ

where PðVjÞ is the probability of breakdowns of jth vehicle.

4.5. Resource estimation and allocation module

In this subsection, we estimate the resource requirements,

resource availability, surplus and deficit resource, and

resource allocation in each zone. The notations and their

meanings used in this subsection are mentioned in the Table

2.

Let Ri
1;x;t; R

i
2;x;t; /; Ri

k;x;t are resources available in zone i at

a transport depot, where Ri
1;x;t is the number of vehicles, Ri

2;x;t is

the number of staff, Ri
3;x;t is amount of fuel in zone i at x of a

transport depot, etc., where k is the total number of resources,

and i ¼ 1; 2; /; n and n is the total number of zones in the

vicinity of transport depots in a metropolitan area.

Let Ri
j;x;tðavailÞ represents average number of resources

available in zone i at place x and time t, and is given by

Ri
j;x;tðavailÞ ¼

X

j
rij;x;tðavailÞP

h

rij;x;tðavailÞ
i

(4)

where rij;x;tðavailÞ is the percentage of jth resource available in

the zone i at place x and time t and is given by

rij;x;tðavailÞ ¼
A� B

A
(5)

where A is the maximum capacity of jth resource, and B is the

amount of jth resources allocated in zone i at same place x in

past.

The estimation ofminimumandmaximumof jth resource

requirements in zone i at time t, Ri
j;x;tðminÞ and Ri

j;x;tðmaxÞ

respectively, by taking weighted average of minimum and

maximum resource requirements (Ri
j;x;tðavg; minÞ and

Ri
j;x;tðavg; maxÞ) and the lowest and highest resource re-

quirements in the past ðRi
j;x;tðpast;minÞ and Ri

j;x;tðpast;maxÞÞ

in zone i. The minimum and maximum of jth resource re-

quirements in zone i at time t is given as

Ri
j;x;tðminÞ ¼

Ri
j;x;tðavg;minÞ þ Ri

j;x;tðpast;minÞ

1þ s

(6)

and

Ri
j;x;tðmaxÞ ¼

Ri
j;x;tðavg;maxÞ þ Ri

j;x;tðpast;maxÞ

1þ s

(7)

where s is 0 when resource required in the same zone and is 1

when resource required in neighbors zone.

The weighted average of minimum and maximum of

jth resource requirements at place x in zone i at time t is

given as

Ri
j;x;tðavg; minÞ ¼

1

M

XM

k¼1
Ri
j;k;tðminÞHi

j;x;t (8)

and

Ri
j;x;tðavg; maxÞ ¼

1

M

XM

k¼1
Ri
j;k;tðmaxÞHi

j;x;t (9)

Fig. 4 e Scenario of commuters' arrival to the region with

different communication. (a) Commuters' arrival model. (b)

Vehicles' arrival model. (c) Different communications

involved at regions in a metropolitan area for traffic

management.
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where M is the number of neighbors require the same

resource, and Hi
j;x;t is the historical percentage of jth resource

utilized in zone i at time t.

The Hi
j;x;t helps agent to know about commuters' resource

requirements during emergency conditions, and is given as

Hi
j;x;t ¼

1

ma

Xma

k¼1

Ri
k;x;tðmaxÞ � Ri

k;x;tðallocÞ

Ri
k;x;tðmaxÞ � Ri

k;x;tðminÞ
(10)

where ma is the total number of resources allocated in zone i

and Ri
j;x;tðallocÞ is the amount of jth resource allocated in past

history.

The Ri
j;x;tðallocÞ is a resource allocation function, which

determines how much resources (i.e., number of vehicles,

number of staff, amount of fuel, etc.) have been allocated

in the zone i at time t in a metropolitan area, and is given

as

Ri
j;x;tðallocÞ ¼

Ri
j;x;tðminÞ þ Ri

j;x;tðmaxÞ

2
(11)

Excess availability of resources are termed as surplus

resource. The estimation of surplus resource of jth resource in

zone i at time t is given as

Ri
j;x;tðsurpÞ¼ rij;x;tðavailÞ � Ri

j;x;tðallocÞ (12)

Insufficient amount of resource required are termed as

deficit resource. The deficit resource of jth resource in zone i

at time t is given as

Ri
j;x;tðdefÞ¼Ri

j;x;tðreqÞ � Ri
j;x;tðallocÞ (13)

where Ri
j;x;tðreqÞ is the required amount of jth resource for the

current available commuters in the zone i.

4.6. Prediction of traffic and travel time

In this subsection, we discuss the prediction of traffic growth

or decline of commuters, vehicles and travel times prediction

in a metropolitan area. Table 3 shows notations and their

meanings used in following subsections.

4.6.1. Prediction of commuters' density

The predicted growth or decline of commuters' density in

zone i at time t is denoted as DTVi
c;x;t. The total number of

commuters' at zone i and time t is estimated using Eq. (1). The

commuters' arrival is a Poisson point process with density b.

The probability of finding nc number of commuters' in the

zone i is given by

piðnc;RÞ ¼
ðbRÞnce�bR

nc!
(14)

The predicted commuters' density at place x in zone i is

sum of total number of commuters' available at zone i at time

t, probability of nc number of commuters' in the zone i and

unexpected number of commuters' arrival density as compare

to history database, and is given as

DTVi
c;x;t ¼Ni

c;x;t þ piðnc;RÞ þmax
n

Hi
c;x;t;�

h

Ni
c;x;t þ piðnc;RÞ

i

; 0
o

(15)

where Hi
c;x;t is the historical commuters' traffic density

occurred in zone i:

Table 1 e Notations and their meanings in section 4.4.

Notation Description

Ni
c;x;tðtÞ Total number of commuters at time t in a given length Dx of zone i

liðtÞ Commuters' arrival rate

R Coverage area of zone i

vi Average speed of commutsers

Ni
v;x;t Vehicle density at time t occupying in a given length Dx of zone i

miðtÞ Vehicles' arrival rate

si Average speed of vehicles

Ni
vb;x;t Average number of vehicle breakdowns in zone i at time t

Table 2 e Notations and their meanings in section 4.5.

Notation Description

Ri
j;x;t ðavailÞ Average number of resources available in zone i at place x and time t

rij;x;t ðavailÞ Percentage of jth resource available in the zone i at place x and time t

Ri
j;x;t ðminÞ and Ri

j;x;t ðmaxÞ Minimum and maximum of jth resource requirements in zone i at time t

Ri
j;x;t ðavg; minÞ and Ri

j;x;t ðavg; maxÞ Weighted average of minimum and maximum resource requirements

Ri
j;x;t ðpast;minÞ and Ri

j;x;t ðpast;maxÞ Weighted average of lowest and highest resource requirements in the past

in zone i

Hi
j;x;t Historical percentage of jth resource utilized in zone i

ma Total number of resources allocated in zone i

Ri
j;x;t ðallocÞ Amount of ith resource allocated in zone i

Ri
j;x;t ðsurpÞ Surplus of jth resource in zone i at time t

Ri
j;x;t ðdefÞ Deficit of jth resource in zone i at time t

Ri
j;x;t ðreqÞ Required amount of jth resource for current commuters' available in zone i
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DTVi
c;x;t ¼

liðtÞR

Dxvi
þ
ðbRÞnce�bR

nc!
þmax

n

Hi
c;x;t;�

h

Ni
c;x;t þ piðnc;RÞ

i

; 0
o

(16)

The prediction of commuters' density in zone i at time t is

sum of commuters' density in all m number areas denoted as

DCi;x;t and is called as “commuters' density prediction model”,

and is given as

DCi;x;t ¼
1

jZij

Z m

x¼1

TVi
c;x;tDTV

i
c;x;tdx (17)

The commuters' density prediction in the region l is the

sum of the commuters' density in all zones (n), and is given as

DCl;x;t ¼
1

jRlj

Z n

i¼1

DCi;x;tdx (18)

4.6.2. Prediction of vehicles' traffic density

The total number of vehicles in zone i at time t is estimated

using Eq. (2). The vehicles' arrivals are Poisson point process

with density f. The probability of finding nv number of

vehicles in R range of zone i is given by

qiðnv;RÞ ¼
ðfRÞnv

nv!
(19)

The predicted vehicles' traffic density at xth in zone i is sum

of total number of vehicles' available at zone i at time t,

probability of nv number of vehicles' in the zone i and

unexpected number of vehicles' arrival density as compare to

history database.

DTVi
v;x;t ¼Ni

v;x;t þ qiðnv;RÞ þ max
n

Hi
v;x;t �

h

Ni
v;x;t þ qiðnv;RÞ

i

; 0
o

(20)

where Hi
v;x;t is the historical vehicle's traffic density prediction

in x of zone i at time t.

DTVi
v;x;t ¼

miðtÞR

Dxsi
þ
ðfRÞnv

nv!
þ max

n

Hi
v;x;t �

h

Ni
v;x;t þ qiðnv;RÞ

i

; 0
o

(21)

The prediction of vehicles traffic density in zone i at time t

is the sum of vehicles' density in all m number areas and is as

DVi;x;t, and is called as “vehicles traffic density model”, and is

given as

DVi;x;t ¼
1

jZij

Z m

x¼1

TVi
v;x;tDTV

i
v;x;tdx (22)

The prediction of vehicles traffic density in region l at time t

is sum of the vehicles traffic density in all zones (n), and is

given as

DVl;x;t ¼
1

jRlj

Z n

i¼1

DVi;x;tdx (23)

Algorithm 2 presents the procedure of commuters and

vehicles traffic density prediction in zones and regions of

metropolitan area (Fig. 5).

4.6.3. Prediction of travel times of vehicles

The travel time prediction refers tomeasuring travel times for

future (or unknown) traffic conditions on a particular route. In

Table 3 e Notations used in prediction system and their meanings.

Notation Description

piðnc;RÞ and qiðnv;RÞ Probability of finding nc number of commuters' and nv number of vehicles

in zone i

b and a Poisson point process with commuters' and vehicles' density

DTVi
c;x;t and DTVi

v;x;t Predicted commuters and vehicles traffic density in zone i at time t

DCi;x;t and DVi;x;t Commuters and vehicles traffic density growth in zone i at time t

m and n Number of sub-zones and zones

Fig. 5 e Algorithm 2.
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real time, the prediction of travel time is more important than

the latest measured travel time for commuters in a metro-

politan area. More precisely, to predict the expected travel

time of vehicles we need to consider the delays involved

during the traveling period along the routes. As we know at

each intersection a RSU is installed to collect the vehicle

density at different time periods in a day. Notations and their

descriptions used in this subsection are presented in the Table

4.

Let nvðtÞ be the number of vehicles observed by RSU at time

t on route r, Tb is the time required for broadcasting, lðtÞ is the

effective length of vehicle during the time period Tb and oðtÞ is

the percent of time required for the RSUs to detect the vehi-

cles. The velocity of vehicle is given by

vðtÞ ¼
lðtÞnvðtÞ

TboðtÞ
(24)

Let vði; d; t; rÞ is the velocity of vehicles detected by RSU i on

route r at time t on day d. The travel time on route r at time t on

day d and is denoted by Tðd; t; rÞ between the traveling

segment from RSU i to iþ 1, and is given by

Tðd; t; rÞ ¼ ðdistiþ1 �distiÞ

��

vðiþ 1;d; t; rÞ þ vði;d; t; rÞ

2

�

(25)

where numerator part of Eq. (25) is the distance from RSU i to

iþ 1 and denominator part is the typical speed in the segment

i to iþ 1.

The travel time prediction on route r is the sum of

instantaneous travel time (TI), historical travel time (TH) and

delay involved (TD) on route r at different stops between the

RSUs.

TI is instantaneous travel time for prediction at t þ d on day

d and route r, which is we have assumed that traffic will not

change during short interval of time, and is given as

TIðd; tþ d; rÞ ¼ Tðd; t; rÞ (26)

The historical travel time is the average value of past travel

time data at time tþ d on route r and is denoted as THðd; tþd; rÞ;

and is used to predict future travel time, and is given as

THðd; tþ d; rÞ ¼ THðd; t; rÞ (27)

The average travel time delay, at tþ d on route r and day d,

involved in the segment i to iþ 1 is given as

TDðd; tþ d; rÞ ¼
1

mv

Xmv

i¼0
½Tiþ1ðd; t; rÞ � Tiðd; tþ d; rÞ� (28)

where T0ðd; tþd; rÞ ¼ 0 and mv is the total number of times the

vehicle stopped at different stops between RSU i to iþ 1.

The prediction model of travel time on route r at time t þ d

on day d is given by

Tpðd; tþ d; rÞ¼ zðt; dÞTIðd; tþ d; rÞ

þ hðt; dÞmax
�

THðd; tþ d; rÞ�TIðd; tþ d; rÞ;0
�

þ gðt; dÞTDðd; tþ d; rÞ þ e (29)

where zðt; dÞ;hðt; dÞ and gðt; dÞ are the three varying co-efficient

and are time dependent, d is future time prediction and

random fluctuation, and e is measurement error.

5. Analysis of resource, traffic density and
travel time in zones and regions of metropolitan
area

In this section, we present analysis of each zone and region at

different time periods in a metropolitan area. The analysis of

each zone is based on the above mentioned estimated

information.

Analysis at zone i and time t is denoted as zi;t and is given

by

zi;t ¼a
�

wt;xOi;t;x

�

þ b
�

wt�d;xOi;t�d;x

�

(30)

where aðwt;xOi;t;xÞ is the current observation and bðwt�d;xOi;t�d;xÞ

is the past observation at zone i, w; a and b are weights, and

wt;x is weight assignment to the place x at time t.

The choice of these weights are crucial issue in spatial and

time. Typically, these weights are chosen a priori to reflect

geographical characteristics of regions and zones under

certain conditions (e.g., workplaces, commercial activities,

educational institutes, hospitals, etc.). The value of a> b for

giving more importance to current observation than past. The

following properties satisfy for the weight assignment:

$ wt;x � 0;a � 0 and b � 0:

Table 4 e Notations and their meanings in section 4.6.3.

Notation Description

nvðtÞ Number of vehicles observed by RSU at time t on route r

Tb Time required for broadcasting

lðtÞ Effective length of vehicle during the time period Tb

oðtÞ Percent of time required for the RSUs to detect the vehicles

vðtÞ Velocity of vehicle

vði;d; t; rÞ Velocity of vehicles detected by RSU i on route r at time t on day d

Tðd; t; rÞ Travel time on route r at time t on day d

TI
; TH and TD Instantaneous travel time, historical travel time and delay involved on

route r

mv Total number of times the vehicle stopped at different stops between RSU i

and iþ1
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$

X

x2X
wx;t ¼ 1 and aþ b ¼ 1

Oi;t;x is the observations at place x and time t and is given as

Oi;t;x ¼

8

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

:

OR
i;x;t

HI
j;x;t

Tp
d;tþd;r

TH
d;tþd;r

DCi;x;t

Hc;x;t

DVi;x;t

Hv;x;t

(31)

where OR
i;x;t ; OT

i;x;t ¼
T
p

d;tþd;r

TH
d;tþd;r

; DCi;x;t; and DVi;x;t are the observa-

tions of pattern of resource, travel time, traffic of commuters

and vehicles, respectively in zones.

The resource observation is the function of commuters'

arrival, resource breakdown and resource availability at place

x and time t in zone i, and is given by

OR
i;x;t ¼ Ni

c;x;t

Ri
j;x;tðsurpÞ � Ri

j;x;tðbreakÞ

rij;x;tðavailÞ
(32)

where Ri
j;x;tðbreakÞ is the breakdown of resource j in the zone i.

The Eq. (32) gives the resource pattern in zone i.

The complete analysis of zone i at time t is denoted as Zi;t

and is given by

Zi;t ¼
1

jZij

Z m

k¼1

zi;tdx (33)

where k ¼ 1; 2; /; m, and m is the different areas in the

zone i.

The Eq. (33) gives the analysis of the zone i; i.e., average

resource utilization, travel time and traffic density pattern in

a zone i at different time periods in a metropolitan area.

Similarly, the complete analysis of region l at time t is

denoted as Rl;t , and is given by

Rl;t ¼
1

jRlj

Z n

i¼1

Zi;tdx (34)

where l ¼ 1; 2; /; N, N is the total number of regions in a

metropolitan area, and n is the total number of zones in a

region l.

The complete analysis of zones and regions in a metro-

politan area is explained in Algorithm 3 (Fig. 6).

6. Emergent intelligence based traffic
management

In this section, we discuss intelligent traffic management

system in a metropolitan area. The traffic management pro-

vides guidance to commuters and operators about the

Fig. 6 e Algorithm 3.

Fig. 7 e Intelligent traffic management system at a depot.
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situation on roads, zones and regions in ametropolitan area to

ensure smooth flow of traffic. To achieve smooth traffic flow,

we make use of the historical and current data, predicted

traffic density and travel time. The traffic management in a

metropolitan area consists of entities like vehicles, RSUs, pe-

destrians and agents, and there exists communications be-

tween them, such as vehicle to vehicle, vehicle to RSUs, etc.,

and vice-versa.

The EI technique along with the above mentioned com-

munications is used for collecting, estimating,monitoring and

sharing traffic and resource related information in zones and

regions of metropolitan area. Fig. 7 shows intelligent traffic

management system, which is available at every depots in a

metropolitan area. The intelligent traffic management

system diverts the traffic, reduces the frequency of

occurrence of traffic congestion and avoids the traffic

density growth on a particular routes in a metropolitan area.

The EI technique is an intelligence of group, which uses

following decision making steps to manage traffic in a

metropolitan area.

(1) Initiator depot's agents form groups, which consists of

neighborhood agents, RSUs, and vehicles, and contin-

uously and periodically collects and shares traffic and

resource related information.

(2) Agents analysis each zone and region of metropolitan

area with respect to traffic density, resource utilization

pattern and travel time on each route.

(3) Agent uses historical, collected and analyzed informa-

tion for predicting the traffic density and travel time on

each route in each zone and region of metropolitan

area.

(4) Agent optimizes traffic density in each zone and travel

time on each route of zone.

(5) Agent finds total number of routes (Nr) using optimized

and analyzed information to divert the traffic.

(6) Agent computes a route which is having shortest travel

time (optimal route) among Nr, and diverts the traffic to

these routes.

Fig. 4(c) shows different communications in a region of

metropolitan area, which are extended to the whole

metropolitan area for better analysis and improving traffic

efficiency as shown in Fig. 8.

The SA deployed at depot (in the region) creates and dis-

patches MAs to each zone as shown in Fig. 8. The migrated

MAs to zones with EI technique forms group and interacts

continuously among neighborhood RSUs, MAs, pedestrians

and vehicles. During interaction they collect and share

estimated information (as discussed in the sections 4 and 5).

The EI technique at SA gets these collected and shared

information of zones periodically and spontaneously. The

SA analyzes and predicts growth/decline of traffic density,

resource utilization, and travel time in zones and regions in

a metropolitan area. The SA optimizes the analyzed and

predicted information to find an optimal route to divert

traffic for management as shown in Fig. 7, and are discussed

in the following subsections.

6.1. Minimization of traffic density

Theminimization of traffic density, improves the efficiency of

traffic flow in a metropolitan area. The predicted information

(as discussed in the section 4) and their threshold values along

with the analyzed traffic information are used to minimize

growth of traffic densities in a metropolitan area. We have

built an objective function, which characterizes performance

of the system to be optimized by taking into account, the

current and expected behavior of system. The objective of

following optimization problem is to minimize the growth of

traffic density in zone i, and is given by

min

	

Qi þADi

2




(35)

subject to

8

>

>

>

>

<

>

>

>

>

:

DVi;x;t � DVT
i;x;t ; x2m

wx;t � 0; a � 0; b � 0
X

x2X
wx;t ¼ 1

aþ b ¼ 1

where Qi ¼
P

x2mðDVi;x;
� DVT

i;x;tÞ is the predicted traffic

density in zone i; ADi ¼ fðZi;x;tÞ is the function which

gives analyzed traffic density pattern in zone i, m is the

total number of areas in zone i, DVT
i;x;t is the threshold value

of traffic density in zone i, which is chosen in such a way

that even at deteriorated conditions the system must be in a

stable state.

Similar to a single zone optimization problem, the opti-

mization problem for multiple zones (is also called single re-

gion) can be computed as

min

	

Q1 þ AD1

2
;

Q2 þAD2

2
; /;

Qn þ ADn

2




(36)

subject to

8

>

>

>

>

<

>

>

>

>

:

DVi;x;t � DVT
i;x;t ; i2n

wx;t � 0; a � 0; b � 0
X

x2X
wx;t ¼ 1

aþ b ¼ 1

where Ql ¼
P

i2nðDVi;x;t � DVT
i;x;tÞ is the predicted traffic density

Fig. 8 e Scenario of metropolitan area for traffic

management.
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in region l, ADl ¼
P

i2n fðZi;x;tÞ is the analyzed traffic density

pattern in region l, and n is total number of zones in a region l.

Similar to a single region optimization problem, the opti-

mization problem for multiple regions (complete metropol-

itan area) can be computed as

min

	

Ql1 þADl1

2
;

Ql2 þADl2

2
; /;

Qln þADln

2




(37)

subject to

8

>

>

>

>

<

>

>

>

>

:

DVl;x;t � DVT
l;x;t ; l2N

wx;t � 0; a � 0; b � 0
X

x2X
wx;t ¼ 1

aþ b ¼ 1

where Qlj ¼
P

l2NðDVl;x;t � DVT
l;x;tÞ is the predicted traffic den-

sity in region l, ADlj ¼
P

l2N fðZl;x;tÞ is the analyzed traffic

density pattern in region l, DVl;x;t is the threshold value of

traffic density in region l,N is total number of regions available

in a metropolitan area.

6.2. Minimization of travel time

The travel time minimization makes traveler to take more

comfortable journey in ametropolitan area. The estimation of

travel time error on route r using the predicted, analyzed and

threshold travel time is given by

Teðd; tþ d; rÞ¼
Tpðd; tþ d; rÞ þ ATi

2
� TTðd; tþ d; rÞ (38)

where ATi ¼ gðZi;x;tÞ is the function which is analyzed travel

time (as discussed in the section 5), TTðd; tþd; rÞ is the travel

time threshold value. The value of Teðd; tþd; rÞ indicates the

reliability of routes, i.e., the minimum value indicates more

reliability and vice versa. We have formulated an objective

function, which minimizes the travel time error on route r at

time t in day d, and is given by

min
X

r2R; d2D
Teðd; tþ d; rÞ (39)

subject to

Tpðd; tþ d; rÞ � TTðd; tþ d; rÞ

where R is the set of routes to a destination, and D is the set of

days.

6.3. Optimal route selection for diverting traffic

In this subsection, we discuss the estimation of optimal routes

using predicted information and available number of routes

information.

Optimal route is the route which has the highest quality,

which means least travel time and is the best among the

available routes. The SA computes a set of routes available (Ns)

to reach the desired destination S using optimized travel time

error value and threshold travel time error value at time tþ d

on route r, and is given as

Ns ¼
XRT

r¼1

�

Te
optðd; tþ d; rÞ � TeTðd; tþ d; rÞ

�

(40)

where RT is the total number of routes available, Te
optðd; tþ d; rÞ

is the optimized travel time error value given by Eq. (39) and

TeTðd; tþd; rÞ is the threshold travel time error on the route r.

SA estimates the total number of relevant routes available

among the Ns to reach the destination S, and is given as

Rt ¼
XNs

r¼1
Ptþd;r

�

Te
optðd; tþ d; rÞ � TeTðd; tþ d; rÞ

�

(41)

The SA analyzes the predicted traffic density on all Rt and

optimizes the predicted traffic density, and finds an optimal

route (which is having least travel time) among them to reach

the desired destination S, and is given as

Ropt ¼ min
h

XRt

r¼1
Te
optðd; tþ d; rÞ;DVopt

r

i

(42)

where DVopt
r is the optimized predicted traffic densities on

route r given by Eq. (35) (or Eqs. (36) or (37)). The EI technique

shares these predicted information and optimal routes

among group of neighbor vehicles, pedestrians, agents and

RSUs. The SA uses these predicted and optimal information

to manage the traffic by diverting the traffic to the desired

destination through an optimal route.

Algorithm 4 shows the complete procedure of emergent

intelligence based traffic management in a metropolitan area

(Fig. 9).

Fig. 9 e Algorithm 4.
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7. Simulation and analysis results

In this section, we describe the scenario and performance

assessment of the EI technique for traffic prediction by means

of simulated experiments by integrating NS2 with SUMO,

OpenStreatMap (OSM) and MOVE tool to enable the realistic

VANET environment simulation in a metropolitan area in

Fig. 8. The creation of roadmap, zones, regions, deployment of

various number of RSUs and vehicles, and are configure with

different communication range capabilities. Fuel

consumption of vehicles is estimated using EMIT model,

which is integrated with SUMO. In the subsequent

subsection, we describe simulation scenarios and the

comparison with conventional methods results obtained.

7.1. Simulation scenario

We have considered 1000, 2000, 3000, 4000 and 5000 vehicles

per kilometers square traffic conditions in the simulated

scenario of metropolitan area. These vehicles are move

randomly in all the created streets with having speed range

from 25 to 55 km per hour. Vehicles mobility is done using

randomway point mobility model, which is the inbuilt model

in NS2. Simulation time of 6000 s is considered, which is

enough to measure the performance of the proposed system.

This simulation time makes all vehicles to move around

streets. In the simulation scenario there exists communica-

tions, including vehicle to vehicle, vehicle to roadside units,

agent to roadside units and vice versa and are supported by

IEEE 802.11p protocol and are the inbuilt protocol in NS2. This

protocol works in the licensed frequency band at 5.9 GHz and

is called aswireless access inwireless environments (WAVEs).

In the program, we have set 2 Hz as beacon shipping fre-

quency to avoid the overloading of network with this wide

dense of vehicles and at every 1 s programme updates the

frequency of propagation efficiency. The results of EI tech-

nique obtained are the average value of 30 repetitionswith the

95% confidence interval of each point in the graphs. Table 5

gives a summary of simulation and configuration

parameters that are considered during the simulation run.

The performance evaluation of the proposed system were

carried out on a dual-CPU Intel Core i5-2400 at 3.10 GHz

Desktop computerwith 12-GB RAM running Fedora version 25.

The simulated scenario of metropolitan area, consists of

regions A to F. The Region A is the residential area. Region B is

the industrial area. Region C is the wholesale market area for

agriculture production in the city. Region D hasmore temples,

hotels and educational institutes. Region E consists of many

educational institutes, shopping malls, companies and mar-

ket area. We have analyzed traffic density in zones of region E

at different time periods in a day.

7.2. Results analysis

Table 6 shows traffic density in zones of region E in a

metropolitan area, and these information are provided by

the spatio-temporal module.

Fig. 10(a) shows pattern of growth or decline of traffic

density at different time periods in a day. In the zone 1, due

to shopping malls, companies, etc., the traffic densities in

the morning (8 AMe10 AM) and evening (4 PMe6 PM) are

more i.e., between 60% and 80%. Similarly, in the afternoon

(12 AMe2 PM) periods are moderate i.e., between 55% and

65%. But during the night times there are no growth of

traffic densities.

In zone 2, the patterns of traffic density growth are more

between 10 AM and 8 PM time period. The traffic densities are

almost 90% in between 1 PM and 5 PM time period and are

shown in Fig. 6(a). But in the night time traffic density pattern

is approximately 5%e10%. Similarly, the patterns of growth or

decline of traffic density in the zone 3 are interpreted.

Table 7 shows the traffic densities in regions A, B, C, and D

of metropolitan area, and these information are given by the

spatio-temporal module. Fig. 10(b) shows pattern of growth

or decline of traffic densities at different time periods in a

day in the metropolitan area. The region A is a residential

area, hence growth of traffic density is more in morning

time (7:30 AM to 10:30 AM) and evening time (4:00 PM to 9:30

PM) than in afternoon and night time. Similarly, for regions

B to D the patterns of traffic densities are interpreted.

Overall, in Fig. 10, traffic densities witnesses highest points

during peak periods (of respective areas) and reaches its

lowest point at non-peak periods (of respective areas) and

night time.

In our simulation, we have created some abnormal traffic

situations, like sudden occurrence of accidents and lane

blockage at different time periods in a particular location in

zones of regions in a metropolitan area to test the proposed

Table 5 e Simulation parameters.

Parameter Value

Simulation time (s) 6000

Number of regions 6

Number of zones 36

Number of static agents 6

Number of mobile agents 36

Static agent size (KB) 1000

Mobile agent size (KB) 500

Number of depots 6

Number of RSUS 12

Number of vehicles 5000

Transmission range of RSU (m) 300

Transmission range of OBU (m) 200

Communication technology IEEE 802.11p

Frequency band used (GHz) 5.9

Bit rate (Mbps) 18

Beacons rate (Hz) 2

Number of repetitions 30

Confidence interval (%) 95

Table 6e Traffic density (%) at zones 1, 2 and 3 in region E.

Zone Traffic density (%)

Morning Afternoon Evening

Zone 1 40e70 30e60 35e65

Zone 2 40e60 68e85 80e87

Zone 3 40e80 62e65 35e65
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system behavior. In zone 2, we have created 100 to 150 vehi-

cles and these vehicles movements are started from 10:00 AM

to 6:30 PM, and created the following situations to observe the

traffic pattern.

(1) Accident

We have created the accident scenario at 11:00 AM to 12:15

AM, the existing methods during this situation may come

across the missing of some important data and resulting into

wrong traffic prediction. In order avoid the wrong prediction,

the proposed system guesses the missing information using

the historical data of similar situation in that place and time

periods in the zone 2. Hence, in Fig. 11, shows how exactly the

traffic flow pattern varies with respect to time.

(2) Lane blockage

We have again created the scenario of lane blockage in the

zone 2 at 12:30 AM to 1:15 PM and 2:15 PM to 3:00 PM, and

shown in Fig. 11 how the proposed system predicts the exact

traffic using historical and spatio-temporal data.

(3) Free flow

Fig. 11 shows that the free flow traffic density with

constant pattern of traffic (i.e., constant increment and

decrements of traffic flow) from 4:40 PM to 6:15 PM.

Fig. 12 presents, output of the proposed traffic optimization

and predictionmodels of typical roads at each zone and region

with low, medium, and high traffic densities. We have

included the observed traffic for comparison with the

predicted and optimized traffic in a metropolitan area. The

observed, optimized and predicted traffic have similar traffic

patterns as shown in Fig. 12(a)-(c). The proposed

optimization and prediction model performs well in high

and medium traffic densities but it is inefficient at low traffic

densities. Because in congested conditions the average

traffic densities in metropolitan area become stable.

The proposed method behaves like existing method when

the traffic density is low, because small variations in the

predicted and observed value results into bigger error.

Therefore, the proposed method becomes inefficient during

low traffic density in a metropolitan area. In a metropolitan

area, most of the time medium and high traffic densities will

occur and there will be the possibility of occurrence of small

variation between predicted and observed traffic density

value, and the variation produces negligible error which can

be avoided. Hence, the proposed optimization and prediction

model for traffic density provides more efficient and prom-

ising solution for traffic management in a metropolitan area.

Fig. 13 presents the proposed travel time optimization and

prediction models output for typical roads at each zone and

region with low, medium, and high traffic densities. We

have included the observed travel time for comparison. The

observed, optimized and predicted travel time has similar

patterns as shown in Fig. 13. The proposed travel time

prediction and optimized model becomes more efficient and

accurate at high and medium traffic density in a

metropolitan area, because in congested conditions the

average travel time becomes stable. When we consider the

low traffic density our proposed method becomes inefficient

and behaves like existing methods. The main reason behind

is small amount of differences observed in predicted and

observed travel time makes bigger error.

Fig. 10 e Pattern of growth or decline of traffic density at different time periods of a day. (a) In zones. (b) In regions.

Table 7 e Traffic density (%) in regions A, B, C, and D in a
metropolitan area.

Region Traffic density (%)

Morning Afternoon Evening

Region A 30e50 20e55 30e60

Region B 20e65 15e20 30e70

Region C 10e60 30e55 40e70

Region D 30e70 30e55 38e70
Fig. 11 e Traffic prediction under normal and abnormal

traffic conditions.
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Overall, in Figs. 12 and 13, the proposed optimization

and prediction models of traffic density and travel time are

more efficient during medium and high traffic density and

results witnesses the highest points during peak hours and

lowest points during non-peak hours and night times. At

these time periods and traffic densities there will be the

possibility of data missing and jamming which results in

traffic jam and congestion in metropolitan area. To avoid

these consequences in our proposed model we used his-

torical and spatio-temporal modules data. These modules

provide accurate traffic density and travel time required at

particular place and time periods. Therefore, in results our

proposed predicted graph is very close with the observed

graph.

Fig. 12 e Traffic prediction on roads in zones and regions. (a) Low traffic density. (b) Medium traffic density. (c) High traffic

density.

Fig. 13 e Travel time prediction on roads in zones and regions. (a) Low traffic density. (b) Medium traffic density. (c) High

traffic density.
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For measuring performance of the proposed model with

the existing models, we use mean absolute error (MAE). The

MAE is one of the ways of comparing predictions with their

actual outcomes.

AE ¼
1

N

XN

j¼1



OTj � PTj



 (43)

where OT and PT are observed and predicted traffic

respectively.

We have calculated the total MAE at peak hours of each

model. Peak hours are the time interval from 7:30 AM to 11:00

AM and 4:30 PM to 9:00 PM. During peak hours there will be

more traffic congestion and likely to increase the estimation

error and hence estimation at peak hours is more important

than other duration. Therefore, peak hours MAE is considered

as amajor evaluation factor for the performance evaluation of

proposed model. The Table 8 shows different prediction

models performance evaluation results.

The proposed prediction model using traffic flow parame-

ters (speed and density), historical and spatio-temporal data

shows good results at different time periods in a day

compared to the existingmodels, namely ANN, SVMand KNN,

with their error values in terms of MAE as shown in Fig. 14.

The EI technique involves hybrid communication mode,

i.e., combination of both infrastructure and infrastructure-

less based network. The time required collecting and share

event related information in infrastructure based communi-

cation (e.g., cellular network) is usually very small and whose

value depends upon the type of cellular technology is going to

use. The time needed in GPRS and GSM networks is in the

range 0.1e0.45 s as mentioned in Desai et al. (2011). Hence,

communication network may need less than 1 s time for

collecting and sharing traffic and resource related

information. In the case of ad-hoc network communication,

time required for collecting and sharing event related

information depends upon topology and mobility of

vehicles. Therefore, we assume that few seconds delay

required distributing event information. The hybrid

communication mode takes at most few seconds for

collection and distributing information.

The average time taken required to take a decision by the

swarm intelligence (SI) and EI techniques is shown in Fig. 15.

Here, event is considered as traffic congestion, accident,

deficit resources and so on. During the event at 10:00 AM,

the following behaviors of SI and EI techniques have

observed for traffic management in a metropolitan area.

In SI approach (with hybrid communication) following

behaviors occur.

� Soon after event, affected vehicles sends message to

nearby vehicles (V2V) and RSUs (V2Rs).

� At t ¼ 2 s, agents resided in vehicles and RSUs forms group

and starts communicating with each other, i.e., A2V and

A2R.

� At t ¼ 5 s, during group communication they collect and

share their traffic related information.

� At t ¼ 7 s, complete overview of zone or region traffic sit-

uation information is shared among nearby commuters

(vehicles and people).

� At t ¼ 9 s, commuters take decisions according to the

shared information of complete zone/region traffic situa-

tion information and process will stop.

In EI technique (with hybrid communication) following

behaviors occur.

� Soon after event, affected vehicles send message to the

nearby vehicles (V2V) and RSU (V2R) at t ¼ 1 s.

� At t¼ 2 s, agents resided in vehicles and RSUs forms groups

and starts communicating with each other, i.e., A2V and

A2R.

� At t ¼ 4 s, one groups information is shared with nearby

group with the help of migrated mobile agents.

� At t ¼ 5 s, in each group there exists communications such

as V2V, V2R, A2V, A2R and vice-versa, and during

Table 8 e Performance comparison of MAE of rush hours
and prediction time of different prediction models.

Prediction
Model

Total
MAE

MAE in rush
hours

Prediction time
(s)

MNR-KNN 2.5820 2.9847 75,435.33

NR-ANN 2.6050 3.1697 7.66

NR-SVM 2.4485 2.9797 187.45

Proposed model 2.2185 2.4970 7.10

Fig. 14 e Comparison of prediction models with their MAE

values.

Fig. 15 e Average time required for taking a decision by

swarm intelligence and emergent intelligence techniques.

J. Traffic Transp. Eng. (Engl. Ed.) 2020; 7 (4): 447e466 463



communication they collect and share their respective

traffic related information.

� At t ¼ 7 s, complete overview of traffic situation in metro-

politan area is shared among all these groups.

� At t ¼ 9 s, an accurate decision is taken according to the

shared information of traffic situation in a metropolitan

area and the process will stop.

Following simulation parameters are considered for the

comparative purposes. We assume that the events affected

vehicles move 20 km/h, distance between RSUs is 1000 m,

distance between vehicles is 100 m, message size is 300 bits,

mobile agent size is 500 KB, GSM data rate transmission is 9.6

Kbps, inter-vehicle communication data rate is 6 Kbps, and

data rates during V2R and R2V are in the range [2.5, 14] Kbps.

Soon after t is 9 s from the occurrence of event, the EI

technique takes 4 s and the SI technique takes 12 s for taking

an accurate decision are presented in Fig. 15. The reduction of

average time required for taking decisions in EI technique is

possible because multiple new routes information is given

after the commuters have been received traffic situation

information from nearby zones/regions and entire

metropolitan area which caused the traffic congestion.

Similarly, in SI technique commuters have been received

traffic situation of event occurred zone not nearby zone.

Therefore, EI technique's average time required for taking

decisions is less than the SI technique in a metropolitan area.

We have analyzed the computational time required in the

zones 1, 2, and 3 of region E. In each of these zones, we have

considered 1, 2, 4, and 8 number of mobile agents in a group,

and computational time required in these zones are computed

by the static agent at region E. We have ran the simulation 30

times for each group size and taken the mean value of them.

Fig. 16 shows that as the population of mobile agents

increases in the zones the time required for analyzing,

processing, sharing and predicting traffic related

information decreases.

8. Discussion

Overall, the purpose of this paper is to divide metropolitan

area into regions and zones using SA; analyze and predict

exact behavior of traffic, resource and travel time on routes in

each zone and region of metropolitan area using emergent

intelligence technique with agents; and predicted, historical

and current available data are used to manage the traffic

efficiently.

We have evaluated the proposed traffic management sys-

tem model performance. As expected the existing models,

such as MNR-KNN, NR-ANN and NR-SVM, predicted output

showed better results. These existing models have not used

spatio-temporal data, historical information and EI technique

with agents. Among these models, the proposed prediction

model for traffic management performance in a metropolitan

area was the best.

The proposed model is compared with other models with

respect to MAE and prediction time (Table 8). The time needed

to calculate the prediction values for all given data sets are the

prediction time. The obtained results of proposed model

showed the least prediction time. This is because it used EI

technique with agents and it provides the parallel

computing in a synchronized group of agents. Hence,

prediction time has reduced at the step of prediction.

For MNR-KNN, prediction accuracy shows the first longest

prediction time at the prediction step and it requires a longer

time for finding k number of neighboring points in the data-

base. The similar performance has shown by NR-SVM,

compared to other methods and it had a long user defined

parameters optimization time. Hence, MNR-KNN and NR-

SVM's prediction times are delayed. The NR-ANN shows sec-

ond least prediction time, because the learning data is

executed with parallel computing technique.

The proposed predictionmodel's prediction timewas 7.10 s

and which indicates that it provides more satisfactory per-

formance compared to other models, and it is the first least

prediction time among the above mentioned models.

9. Conclusions

In this paper, we proposed emergent intelligence technique

based traffic management using prediction information in a

metropolitan area. The proposed analysis and prediction

model considered the traffic flow parameters (speed and

density), historical data and spatio-temporal correlated data

as inputs. The proposed method reduced the frequency of

occurrence of traffic congestion, growth of traffic density and

travel time in each zone and region at different time periods in

a day. The EI technique efficiently collected, analyzed, shared

and predicted traffic densities and travel times in zones and

regions. This technique provides autonomy, flexibility, adap-

tiveness, robustness and self-organization to avoid traffic

system's randomness and non-linearity. We compared EI and

SI techniques with respect to their properties and capabilities

for traffic management in a metropolitan area. The prediction

method is exhaustively evaluated and comparedwith existing

methods, such as KNN, ANN and SVM. The simulation results

show that the EI technique achieved significant level in traffic

management than SI, by efficiently managing traffic to reduce

time taken for taking accurate decisions and reduces

computational time complexity.

Fig. 16 e Computational time of agents in zones.
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