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Seam carving has been widely used in image resizing due to its superior performance in avoiding image distortion and de-
formation, which canmaliciously be used on purpose, such as tampering contents of an image. As a result, seam-carving detection
is becoming crucially important to recognize the image authenticity. However, existing methods do not perform well in the
accuracy of seam-carving detection especially when the scaling ratio is low. In this paper, we propose an image forensic approach
based on the cooccurrence of adjacent local binary patterns (LBPs), which employs LBP to better display texture information.
Specifically, a total of 24 energy-based, seam-based, half-seam-based, and noise-based features in the LBP domain are applied to
the seam-carving detection. Moreover, the cooccurrence features of adjacent LBPs are combined to highlight the local relationship
between LBPs. Besides, SVM after training is adopted for feature classification to determine whether an image is seam-carved or
not. Experimental results demonstrate the effectiveness in improving the detection accuracy with respect to different scaling ratios,
especially under low scaling ratios.

1. Introduction

As image processing technologies, such as scene graphs
prediction [1]and image tampering technology, have steadily
developed, the content-aware image retargeting techniques
have emerged and have attracted increasing attention. One
of these, seam carving [2], is able to avoid image distortion
and deformation when applied to an image, creating no
obvious difference in visual effect. However, this method can
also be used for malicious tampering purposes, for instance,
removing specific objects in the image or modifying with the
semantic content conveyed by the original image, which
creates great obstacles for image forensics tasks. )erefore,
seam-carving detection has become an important issue, and

designing a method for detecting images that may have been
subjected to seam carving is of vital importance.
Over the past years, some approaches have been pro-

posed to aim at the detection of seam carving. Sarkar et al.
[3] proposed a forensic method based on the Markov fea-
ture, which exploits the 324-dimensional Markov feature for
classification in the block-based Discrete Cosine Transform
domain. However, it achieves a less-than-ideal detection
accuracy with a small scaling ratio. As described in [4], Lu
and Wu proposed a detection method based on forensic
hash to research the problems of seam-carving estimation
and tampering localization. However, a forensic hash must
be built ahead of time, so it is active; furthermore, it can be
detected so easily that counterfeiters can remove it in some
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ways. Wei et al. [5] proposed dividing the image into small
squares of size 2 × 2 and looking for the patch that could
possibly recover the small squares from seam carving. )is
method eliminates the patch transition probability among
the three small connected squares. Yin et al. [6] first used
local binary pattern (LBP) to preprocess the image data and
then defined six new features based on the half-seam to
reveal the energy change in half of an image; subsequently,
these were combined with the existing 18 energy features,
after which those features were finally classified using
support vectormachine (SVM). However, this method is still
not ideal for image detection accuracy with low scaling
ratios. Wattanachote and Shih [7] proposed a forensic ap-
proach based on Blocking Artifact Characteristics Matrix
(BACM). In an original JPEG image, regular symmetrical
data are presented in a BACM block matrix. Following seam
carving, these symmetrical data are reconstructed so that
their symmetry is destroyed. From this, 22 features are
proposed and a high recognition rate is obtained. However,
this method can be easily affected by the quality factor (QF).
Ke et al. [8] put forward a forensic method based on the
additional seam-carving operation. First, an additional
seam-carving operation is performed on the testing image.
)e approach then extracts 11-dimensional features by
calculating the similarity, energy relative error, and seam
distance difference between an image and the version of the
image undergoing seam carving; this facilitates identifying
whether the image has been tampered using seam carving or
not. It can be observed that this method has wide appli-
cability. Ye and Shi [9] proposed a method that incorporates
a local derivative pattern, Markov transition probability, and
the subtractive pixel adjacency model. )ey also utilized
recursive feature elimination based on the linear support
vector machine to reduce the feature dimensionality, which
greatly improves detection accuracy. Liu et al. [10] combined
calibrated adjacent joint density with a rich model-based
method originally used for steganalysis and exploited the
feature selection algorithm to reduce the feature dimen-
sionality of the combined feature set by using a smaller and
more optimized feature set, enabling further improvements
on the detection accuracy for the forensic task. Subsequently,
as discussed in [11], Liu developed a hybrid large feature
mining-based method. As there are many types of large
features, ensemble learning is utilized to process high-di-
mensional features, effectively solving the problem of dif-
ferentiating between seam-carved and untouched JPEG
images. However, a lot of work is involved. Han et al. [12]
further proposed a blind detection method based on the
block artifact grid (BAG) mispairing characteristic, which
firstly extracts BAG from a JPEG image and then constructs
10-dimensional features of the BAG chart. Clustering
technology is thus used to extract these features and obtain
the classification results. )is method is not only able to
detect whether the image has been seam-carved or not but
also can go a step further and locate the object removed from
an image by seam carving. Cieslak et al. [13] proposed a
forensic approach based on the combination of convolu-
tional neural networks (CNNs) and local binary pattern
(LBP). )is method first transforms images to the LBP

domain and then inputs them to the CNN in order to
determine whether or not these images have undergone a
seam-carving operation. )e experimental results reach a
detection accuracy of more than 81%. Similarly, Ye et al. [14]
proposed a CNN-based deep learning architecture. )is
approach makes use of the joint optimization of feature
extraction and pattern classification for employing more
effective features, thereby improving the classification speed
and accuracy. Zhang et al. [15] proposed a detection ap-
proach based on uniform local binary patterns (ULBP). In
this approach, ULBP is exploited to decrease the species of
binary patterns without losing any information, thereby
reducing the dimensionality of features and mitigating the
effects of high-frequency noise. Lu and Niu [16] combined
the histogram features of the local neighborhood magnitude
occurrence pattern (LNMOP) with a histogram of oriented
gradient (HOG) and selected the final features for the
classifier from the extracted LNMOP features. However, this
approach does not consider the postprocessing of tampered
images.
A large number of approaches exist for the detection of

seam-carved images, which has strongly promoted the de-
velopment of the seam-carving forensics task. However,
even if some images (such as higher-resolution biopsy slice
images [17] with many details) are rarely tampered under
low scaling ratio conditions, the content expressed may be
changed. )us, some scope for further improving the de-
tection accuracy still exists. As we know, in an image that
undergoes seam carving, the minimum cumulative energy
seams defined by the energy function are removed, resulting
in the change of not only the energy but also the local
texture. Most existing methods employing this characteristic
directly use the local binary pattern (LBP) features of the
image for forensic detection; however, these methods cannot
completely represent the change of local texture
information.
Accordingly, we introduce the cooccurrence of adjacent

LBPs into the forensic task. Cooccurrence is defined as the
simultaneous occurrence of all forms of adjacent LBPs,
which are generally used to extract information that is bound
up with the global structure in various characteristics based
on local region; as described in [18], we obtain this infor-
mation through the use of autocorrelation matrices calcu-
lated from two adjacent LBPs. )e advantage of this feature
is that it comprises both the original LBPs and the cooc-
currence of adjacent LBPs; therefore, the location rela-
tionship of adjacent LBP values can be more explicitly
determined. In this paper, the cooccurrence feature is
combined with energy bias and noise-based features, as well
as half-seam-based features, for feature extraction purposes.
Subsequently, a trained support vector machine (SVM)
classifier is used to determine whether seam carving has been
applied to the image or not. Our experimental results prove
that this forensic method achieves superior detection per-
formance relative to existing methods. )e contributions of
the proposed approach are threefold: (1) we analyse the
distortion that affects image resizing by seam carving and
conclude that the relationship between adjacent pixels is an
important clue for the forensics of seam-carving operation;
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inspired by [18], we extract the cooccurrence feature of
adjacent LBPs; (2) we combined the cooccurrence feature of
adjacent LBPs with the existent energy features to form a
new feature set; (3) we apply PCA to reduce the dimen-
sionality of the features to get an identified feature set; a
series of experiments have verified that the proposedmethod
has higher detection accuracy in identifying whether the
image has undergone seam carving or not. Moreover, the
experimental results demonstrate that the proposed ap-
proach has better robustness for TIFF and JPEG images.
)e remainder of this paper is organized as follows.

Section 2 briefly introduces the theory of the seam-carving
algorithm. Section 3 introduces some related backgrounds
and discusses the seam-carving detection method based on
the cooccurrence of adjacent LBPs. )e experimental results
are reported in Section 4. Finally, Section 5 summarizes the
paper.

2. Seam Carving

)e seam-carving algorithm preserves important areas of the
image and performs operations on unimportant areas. Because
of the smoothness of unimportant areas in an image, it is not
easy to cause visual perception if these areas are modified. As
discussed in [2], the implementation of the seam-carving al-
gorithm assigns different energy values to each pixel of the
image on the basis of the importance of the pixels in said image
and then calculates the parts that can be removed according to
these energy values. )e type of algorithm can bypass the
limitations of traditional image processing technology, such as
excessive deleting deformation [19] or distortion caused by
image scaling, which is the reason why it can be so widely
utilized.
A seam is an eight-connected path, consisting of a set of

connected pixels that pass through the image from top to
bottom or from left to right. )e least important parts, namely,
the lowest energy pixel paths (called “optimal seams” in the
image), are deleted as possible by using a seam-carving algo-
rithm to reduce the image scale and achieve the desired width
and height, while retaining the important content of the image
in vision. In the calculation of the seam, the energy function of
each path is defined as follows:

e(I) �
z

zx
I


 + z

zy
I


, (1)

where I is an image of n ×m. )ere are two types of seams,
namely, vertical seam and horizontal seam. Taking the vertical
seam as an example, its definition is as provided in equation (2),
while the definition of the horizontal seam is similar:

S � si ni�1 � i, p(i) ni�1, s.t.∀i, |p(i) − p(i − 1)|≤ 1, (2)

where i denotes the row coordinates and p(i) denotes the
corresponding column coordinates of pixels. On the basis of
the above formula, the pixel value set of a seam S can be
obtained as follows:

Is � I si(  ni�1 � I(i, p(i)) ni�1. (3)

It should be noted that, for a vertical seam, there is only
one pixel in each row of the seam. In light of the energy
function e(I) provided above, the optimal seam that min-
imizes this seam cost is defined as follows:

s∗ � min
s
E(s) � minn

i�1

e I si( ( . (4)

Dynamic programming is exploited to select the optimal
seam, after which the optimal seam is continuously elimi-
nated in order to reduce the image size or remove the target
object. Taking the vertical seam as an example, the step
traverses the image from the second row to the last row and
computes the possible minimum energy matrix M(i, j) for
each pixel (i, j).

M(i, j) � e(i, j) +min(M(i − 1, j − 1),M(i − 1, j),M(i − 1, j + 1)).

(5)
Once the cumulative minimum energy M has been

constructed for all possible seams, the optimal seams are
found continuously by backtracking from the minimum
value of the last row of M. )e image content that has
undergone seam carving is visually stable. Any possible
visual artifacts appear only near the removed seams, while
the remainder of the image remains unchanged. )is is
because, when an optimal seam is removed, the pixel paths at
the right of the seam will move to the left to compensate for
the missing pixel path. Generally speaking, it is difficult to
visually detect such weak changes.
An example of seam carving is presented in Figure 1.

Here, we perform seam carving on an image; the vertical
seams to be eliminated are displayed and labeled in red. By
removing these vertical seams, the width of the image is
reduced by 15%. As can be seen from Figure 1(c), there is no
obvious deformation or distortion of the refrigerator, and
the most important content remains stable. )is is because
the smooth area in the image is mainly removed when seam
carving is performed, which makes the change of image
unable to be detected visually. )erefore, we study texture
information of the image and then introduce the cooccur-
rence of adjacent LBPs and combine it with the energy
features to detect this visually imperceptible tampering
behavior.

3. Proposed Method

)e energy feature can be used to describe the inherent
characteristics of the image. In the process of seam carving,
the lowest energy seams as defined by the energy function in
the image are removed, bringing about changes in energy
information of the image. At the same time, local texture
change is important information for the operation of seam
carving, which reflects the characteristics of the image
surface; more specifically, it depicts the repeated local pat-
terns and their arrangement rules in the image and addi-
tionally exhibits rotation invariance as well as excellent noise
resistance performance. )is combination of energy features
and local texture features enables image information to be
more comprehensively embodied, meaning that the
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proposed method can achieve higher detection accuracy.
)erefore, in this paper, we briefly extract the energy fea-
tures and local texture features related to the global structure
in the LBP domain, where LBP is used to report the change
of local texture.
)ere are several steps involved in our proposed ap-

proach. First, the LBP values of the suspicious image are
calculated with the goal of transforming the image to the
LBP domain. Second, we extract the above-mentioned
features in the LBP domain involving energy-based fea-
tures, seam-based features, noise-based features, half-
seam-based features, and the cooccurrence feature of
adjacent LBPs. Among those features, as Ryu and Lee’s
paper has introduced, energy-based features include av-
erage energy, average row energy, average column energy,
and average energy difference, for a total of four features.
)e seam-based features refer to the minimum value,
maximum value, mean value, standard deviation, and the
difference between the maximum value and the minimum
value in both directions (i.e., for both column and row
directions) following the construction of the cumulative
minimum energy matrix M for all possible seams. )ere
are 10 features in total. In order to remove the noise from
the candidate image I, the image is filtered using a Wiener
filter F with windows; moreover, the noise is computed by
n � I − F(I), from which the average value, standard
deviation, skewness, and kurtosis based on the noise can
be calculated. As described in Yin’s paper, half-seam-
based features are defined with reference to the half seams
rather than the whole seams of the image; in other words,
these are calculated according to the accumulated mini-
mum energy matrix M of half of the image. Subsequently,
three statistics (called min, max, and mean) are calculated
for the specified column and row, for a total of six features.
Based on the 24 features obtained at the end of this
process, we propose to apply the cooccurrence feature of

adjacent LBPs to seam-carving detection. As a result, we
obtain a grand total of 25 LBP-based features totally.
Following feature extraction, the SVM classifier is adopted
for classification task; because of its supervised nature, it
needs to be trained before the testing stage. In the final
classification phase, we input the features extracted from
the image under study into the trained SVM classifier.
Finally, we obtain the detection results under different
scaling ratios and compare them with the data derived
through other methods. Figure 2 presents the general
framework of our proposed method.

3.1. Local Binary Pattern (LBP). As described in [20], LBP is
a kind of operator applied to describe the local texture
characteristics of an image. It is defined as having a window
size of 3 × 3, with the center pixel value of the window used
as the threshold value. Compared with the adjacent 8 pixel
values, if the adjacent pixel value is bigger than the center
pixel value, the position of this adjacent pixel is represented
by 1; if not, it is represented by 0. )e formula can be
expressed as follows:

LBP xc, yc(  � 8
p�1

s(I(p) − I(c))∗ 2p,

s(x) �
1, x≥ 0,
0, otherwise.


(6)

Here, I(c) is the center pixel value at location (xc, yc) of
the image, I(p) denotes the value of its adjacent pixel, and p
indicates the total number of adjacent pixels.
In this way, we can obtain an 8-bit binary number, which

is generally converted into a decimal number. )is value
then is retained as the LBP value of the window center pixel
in order to express the texture information of the 3 × 3

(a) (b) (c)

Figure 1: An image resized by seam carving. (a) An original image. (b) )e image with vertical seams. (c) )e seam-carved image.
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region. By recursively calculating the LBP value of each pixel,
the input image can be transformed into LBP domain.
Figure 3 presents an example of a basic LBP operator. It can
be seen from the figure that the LBP value of the center pixel
is 83.

3.2. 1e Co-occurrence of Adjacent LBPs. In this paper, the
cooccurrence characteristic of adjacent LBPs is applied to
the detection of image seam-carving operation. Figure 4
illustrates the difference between the LBP histogram and the
histogram of special cooccurrence of adjacent LBPs.
Figure 4(a) displays two example images composed of two

LBP patterns (X and Y); here, the numbers ofXs and Ys in each
image are the same. )e gray and white surrounding squares
represent the values of adjacent pixels that are larger and smaller
than the center pixel value, respectively. As can be seen in
Figure 4(b), when the numbers of different LBP values in two
disparate images are identical, the same results are obtained
utilizing the original LBP histograms. However, the histograms
of the cooccurrence of adjacent LBPs extracted from the two
images are different, as shown in Figure 4(c). In this case, it is
clear that the cooccurrence of adjacent LBPs can more effi-
ciently give expression to the local texture characteristics of an
image.
In terms of the procedure for extracting the cooccurrence

feature of adjacent LBPs, the encodingmethod proposed in [18]
is exploited. When calculating the LBP value of an image (as
shown in Figure 5), there are two sparser configurations of
LBPs, including four pixels in the diagonal direction and four
pixels in the cross direction of eight adjacent pixels; one of these
is selected to reduce the computational complexity, enabling all
possible LBP values to be obtained with a total number of N
(N≤ 16).
)ere are four location cases from each reference LBP to

its neighbor LBP, as shown in Figure 6. )ereby, the con-
figurations patterns of adjacent LBPs are combined in these
four ways to facilitate continuously calculating the auto-
correlation matrices of adjacent LBPs.

)e autocorrelation matrix C(k) is calculated continu-
ously according to these four patterns, which can be
expressed as

Ci,j(k) �
a∈I
fi(a)fj(a + k)

T,

fi(a) �
1, if LBP(a)

0, otherwise,


(7)

where a is the position of every pixel in the image. k is the
distance from the reference LBP to its adjacent LBP. i and j
are two LBP values. After calculating all the autocorrelation
matrices, eventually, these matrices are vectorized and
combined to create 4N2 dimensional features.
In order to achieve better detection performance, we

utilize the Principal Component Analysis (PCA) [21]
method, the purpose of which is to extract important in-
formation from a data table and represent this information
as a new set of orthogonal variables, called the principal
component. )is approach is exploited to reduce the di-
mensionality of the high-dimensional data, allowing the
introduced feature to be better combined with other features
(Algorithm 1).

3.3. SVMClassifier. After extracting the twenty-five features,
a classifier is required to determine whether the image has
undergone seam carving or not. As we know, support vector
machine (SVM) can be utilized not only in medical scenarios
such as prediction of the extubation failure [22] but also in
forensic tasks such as image security.
In this paper, first, we adopt the downloaded LibSVM

[23] in MATLAB and svm-scale function to normalize the
experimental data (such as features and labels) to be trained.
)e RBF kernel function is then selected. Grid search and 5-
fold cross validation is exploited for parameter optimization
selection in order to choose the best parameters c (the
penalty factor) and g (parameter of gamma function), which
are selected to train the entire training sets using SVM-train

Training 
images

Testing 
images

LBP 
images

Feature 
extraction

�e co-occurrence of 
adjacent LBPs

24 energy features

SVM 
training

SVM 
model

Seam-carved/
non-seam-carved

Figure 2: )e framework of the proposed method.
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Figure 3: An example of a basic LBP operator.
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function to obtain a SVM model. Finally, according to the
SVM model, the svm-predict function is used to detect
image under investigation, while the confusion matrix is
used to determine the classification result and the classifier
accuracy.

4. Experimental Results and Discussion

)e hardware configuration used for experiments is a
personal computer (Intel(R) Core(TM) i5-7400 CPU @
3.00GHz 8.00GB RAM).We employMATLAB 2016b as the
experimental tool. Moreover, LibSVM [23] is used for the
classification task. Python and Gnuplot are used for the
parameter optimization.
In order to prove the robustness of our proposed method

in different format images, experiments are carried out on
TIFF and JPEG images. In addition, our method focuses on
the detection of low scaling ratio images and strives to
improve their detection accuracy.

As there is currently no complete image database for
seam-carving forensics available, the Uncompressed
Color Image Database (UCID) is utilized here due to its
abundant content (e.g., people, plants, goods, etc.). We
obtain 1338 original images without compression from
the UCID image set and then implement seam-carving
technology to resize these images in the following two
cases: (1) after compressing images, under the condition
that the quality factor (QF) is 10, 20, 50, 75, and 100; (2)
exploiting uncompressed TIFF format images. In the
former cases, the scaling ratios used for seam carving are
1%, 2%, 5%, 10%，20%, 30%, and 50%. For example,
consider an image with a size of 512 × 384 where the
scaling ratio is 10% in the vertical direction; this means
that the width is reduced by 10%, resulting in the image
size changing to be 461 × 384. )us, 1338 compressed
images with QF of 10, 20, 50, 75, and 100 at scaling ratios
of 1%, 2%, 5%, 10%, 20%, 30%, and 50% can be obtained,
for a total of 46,830 images; there are also 1338
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Figure 4:)e comparison of LBP histogram and histogram of the cooccurrence of adjacent LBPs. (a) Two images where the center pixel LBP
values are X, Y. (b) LBP histograms of the two images. (c) Histograms of the cooccurrence of adjacent LBPs of the two images.
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uncompressed images at scaling ratios of 1%, 2%, 5%,
10%, 20%, 30%, and 50%, respectively, for a total of 9366
images.
)erefore, based on the adding of the original images, we

divide the entire image set into identical sized training and
testing sets. For compressed image sets at every QF and for
uncompressed image sets, we have several training sets, the
scaling ratios of which are 1%, 2%, 5%, 10%, 20%, 30%, and
50%. In addition, we have several testing sets at scaling ratios
of 1%, 2%, 5%, 10%, 20%, 30%, and 50%. Furthermore, we
also extract images from the uncompressed image sets with
scaling ratios of 10%, 20%, 30%, and 50% to create a mixed
set. )e number of images in different scaling ratio is equal,
and then we divide these sets equally into training and
testing sets. Since the UCID image set is divided equally, the
number of images in each subset is the same. To summarize,
in the training and the testing sets, each subset contains 669
images with a specific scaling ratio. During the experiment,
we firstly extract the cooccurrence feature of adjacent LBPs
and twenty-four energy features of the images under in-
vestigation. We then use the SVM classifier after training to
complete the classification tasks of these features, inferring
how many images have been tampered (while the others
have not been tampered with) under each subset of different
scaling ratios, and then use these experimental data to
evaluate the detection performance of our proposed ap-
proach in different situations and to compare it with other
existing methods.
Generally speaking, the quality factor (QF) has a certain

influence on the detection operation. However, it can also be
seen from Table 1 that, at the condition of each specific QF,
the method proposed in this paper can achieve extremely
high accuracies for images with different scaling ratios;
specifically, all images with large scaling ratios can be
correctly detected. Furthermore, this also demonstrates the
wide applicability of this method under different QFs (i.e.,
the method is stable and less affected by quality factors).
When the value of QF is 0, meaning that the images are not
compressed, it can be observed that this approach is also
suitable and can achieve considerable accuracy.
In order to demonstrate more clearly that the combi-

nation of the cooccurrence features of adjacent LBPs and 24
energy features yields the best experimental results, we also
carried out a comparison experiment in which the cooc-
currence features were added separately for the detection
without the 24 energy features. EFCOFAL is used to describe
the combination features of the cooccurrence feature of
adjacent LBPs and 24 energy features, and COFAL is
adopted to describe the cooccurrence features of adjacent
LBPs.
As can be seen from Table 2, the effect of using the

cooccurrence features of adjacent LBPs alone is not ideal
compared with the effect when it they are combined with the
24 energy features, especially when scaling ratios are low.
Table 3 summarizes the comparison results of the six

forensic methods. As the image scaling ratio increases, the
detection accuracy of the six approaches evidently also in-
creases as across the board. In general, the proposed method
achieves the best accuracy, which is higher on average by

35.74%, 30.75%, 13.27%, and 9.87% than the other four
methods; particularly under small scaling ratios of 1%, 2%,
and 5%, this method achieves more outstanding perfor-
mance. Compared with the method proposed by Ye et al., it
can be seen that the average accuracy of the proposed
method is 0.25% higher when the scaling ratios are among
5% and 50%.
)e method proposed by Wei et al. does not consider

the alternation of the internal nature (such as energy
change) in an image caused by seam carving. Ryu and Lee
[24] proposed a method based on energy bias and noise
features in the LBP domain. Compared with the former
method, this latter method takes advantage of the inherent
change in the characteristics of the image following seam
carving. On this basis, Yin et al. added six half-seam-based
features that more comprehensively reflect the change of
energy and local texture. However, the energy distribution
changes when seams are inserted in a seam-carved image,
which can offset the alternation of energy distribution
caused by seam carving and make the forensic task more
difficult. )e change of local texture is also unable to
reflect the location relationship of the adjacent LBP values
in the local region, leading to the detection accuracy not
being ideal when the scaling ratio is low. )e method
proposed by Wattanachote et al. involves displaying
regular symmetrical data in the original JPEG image in the
Blocking Artifact Characteristics Matrix (BACM), while
the symmetrical data in the block reconstructed by the
seam carving are destroyed. Accordingly, 22 features are
proposed and used for the feature classification, and
considerable accuracy is obtained as a result. However,
due to the influence of the quality factor (QF), the ac-
curacy exhibits a large wave motion, which is also (in
brief ) the reason why the performance of this method is
not inadequate enough. Ye et al. proposed a deep-
learning-based method; essentially, the CNN is exploited,
after which more effective features are used to substan-
tially boost the classification rates and obtain high de-
tection accuracy.
In essence, the method proposed in this paper, which is

based on the local texture features and energy features of an
image in the LBP domain, introduces the cooccurrence
feature of adjacent LBPs, which can reflect the location
relationship information of the LBP values corresponding to
adjacent pixels in an image in order to improve the detection
performance and thereby reduce the detection difficulty
caused by the variety of changes to energy features. )e
experimental results reveal that, in fact, our proposed ap-
proach also achieves better detection accuracy.
)e receiver operating characteristic (ROC) curves for

the four approaches are plotted in Figure 7. )e subfigures,
that is, Figures 7(a)–7(f), represent the ROC performance
under different scaling ratios from 1% to 50%, respectively. It
can be observed that the corresponding area under ROC
curves (AUC) obtained by the proposed method is signif-
icantly larger than the other three methods, whether the
scaling ratio is large or small, demonstrating that our
method can achieve higher accuracy and confirming its
robustness.
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In addition, we also exploit the cross experiment to test
the effect of our proposed approach alongside the other four
methods on different training and testing sets. )e cross
experiment image sets are conducted with five different
scaling ratios, specifically 10%, 20%, 30%, 50%, and a mixed
scaling ratio, where the images with scaling ratios of 10%,
20%, 30%, and 50% are uniformly distributed in the mixed
image set.
)e detection accuracies under various experimental

situations are listed in Table 4, which displays the accuracy of
cross experiment obtained using the UCID database.
Table 4(a) presents the results of Wei et al.; the method
achieves higher accuracy in the detection of mixed sets than
the other three methods but not our proposed method.
Table 4(b) demonstrates the results obtained by Ryu and Lee;
it can be seen that when the mixed set is used as test set and
training set, the experimental accuracy is generally not high.
Table 4(c) lists the results of Yin et al., and Table 4(d)
presents the results obtained by Wattanachote et al.; neither

of the two methods has good robustness. Finally, Table 4(e)
shows the results of our proposed approach. )ese results
indicate that, overall, the detection accuracy of our proposed
method is higher than that of the other four methods.
Furthermore, our proposed method is more robust than the
other four methods in the cross experiments.
Besides, according to Section 3.2, we know that even

though the dimensionality of the cooccurrence feature has
been reduced in order to reduce the computational com-
plexity in the process of generating the cooccurrence feature
of adjacent LBPs, the feature dimensionality is still too large
compared with other energy features. As shown in Table 5,
when we use the feature directly without further dimension
reduction, the detection accuracy is very low when testing
the image with low scaling ratios.
In this paper, we propose an image forensic approach

based on the cooccurrence of adjacent LBPs, which can
effectively report the location relationship of adjacent LBP
values. From the above experimental results, it is evident that

Input: an image, I
Output: co-occurrence feature of adjacent LBPs of the image, CoALBP

(1) Transform I into LBP domain based on Figure 5
(2) Define four configurations of adjacent LBPs shown in Figure 6
(3) Calculate the auto-correlation matrices based on formula (7)
(4) Vectorize those matrices and obtain the CoALBP feature
(5) Reduce the dimensionality of the feature using PCA

ALGORITHM 1: Extraction of cooccurrence feature of adjacent LBPs.

Table 1: Detection accuracy of different scaling ratios under different QF.

Scaling ratio (%)
Quality factor (QF)

0 (%) 10 (%) 20 (%) 50 (%) 75 (%) 100 (%)

1 91.26 92.52 94.96 93.26 96.14 92.26
2 92.10 93.55 94.25 95.95 97.95 93.80
5 94.33 95.31 97.31 97.01 97.01 97.01
10 96.11 96.85 96.85 99.70 97.80 99.70
20 98.83 98.95 99.10 98.65 98.65 98.80
30 99.94 100 100 99.85 99.85 100
50 100 100 100 100 100 100

Table 2: Comparison of the accuracy of EFCOFAL and COFAL.

Scaling ratios (%)
Accuracy (%)

EFCOFAL COFAL

1 91.26 81.54
2 92.10 85.63
5 94.33 91.55
10 96.11 94.14
20 98.83 98.30
30 99.94 99.24
50 100 99.98
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Figure 7: Comparison of ROC curves among the proposed method and three existing approaches. (a) ROC curve for 1% carved image. (b)
ROC curve for 5% carved image. (c) ROC curve for 10% carved image. (d) ROC curve for 20% carved image. (e) ROC curve for 30% carved
image. (f ) ROC curve for 50% carved image.
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Table 3: Comparison of the accuracy of seam-carving detection with different scaling ratios.

Scaling ratios
Accuracy (%)

Wei et al. [5] Ryu and Lee [24] Yin et al. [6] Wattanachote et al. [7] Ye et al. [14] Ours

1% 50.07 52.39 51.12 87.59 — 91.26
2% 50.97 52.77 52.47 87.86 — 92.10
5% 50.20 58.30 63.83 88.54 93.99 94.33
10% 57.91 65.22 80.00 89.50 96.71 96.11
20% 74.18 75.37 94.48 89.70 98.55 98.83
30% 91.34 85.52 98.66 90.13 99.08 99.94
50% 94.93 96.27 99.85 94.90 99.60 100
Average 63.88 68.87 86.35 89.75 97.59 96.08

Table 4: )e detection accuracies under cross experimental situations of different methods.

Test
Train

10% 20% 30% 50% Mixed

(a) Wei et al. [5]
10% — 64.86 63.75 61.58 72.47
20% 65.47 — 82.48 62.37 80.67
30% 61.65 92.03 — 71.92 91.92
50% 72.14 94.46 94.83 — 94.35
Mixed 66.21 84.99 83.15 72.57 84.85

(b) Ryu and Lee [24]
10% — 62.18 62.93 62.48 59.49
20% 72.27 — 69.51 61.06 67.64
30% 79.15 79.75 — 72.94 77.73
50% 85.21 88.42 76.01 — 90.21
Mixed 62.03 61.88 60.62 59.49 62.33

(c) Yin et al. [6]
10% — 60.24 56.05 51.64 63.83
20% 83.56 — 75.04 56.20 87.52
30% 92.60 92.23 — 84.68 86.47
50% 99.03 99.48 99.48 — 98.51
Mixed 69.28 67.94 66.52 59.04 76.01

(d) Wattanachote et al. [7]
10% — 55.19 54.67 49.63 54.19
20% 58.52 — 64.05 56.95 63.45
30% 53.70 70.96 — 66.18 72.35
50% 38.15 76.94 82.81 — 75.97
Mixed 52.69 67.00 68.83 65.88 69.74

(e) Ours
10% — 85.28 66.82 66.37 85.43
20% 99.78 — 80.34 89.39 87.59
30% 99.85 98.03 — 98.32 96.71
50% 100 100 100 — 99.48
Mixed 72.80 70.93 68.54 62.33 85.13

Table 5: Detection accuracy of different scaling ratios using features without dimension reduction.

Scaling ratios (%) 1 2 5 10 20 30 50

Accuracy (%) 29.45 77.73 89.54 93.42 95.67 95.07 100
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our method achieves good detection accuracy under dif-
ferent scaling ratios. When the scaling ratio is high, the
detection accuracy of our method is almost 100%. Mean-
while, when the scaling ratio is low, it also achieves higher
accuracy than other methods; this is of great significance for
those images that have been tampered in a nonobvious way.
)e detection results of TIFF and JPEG images also show
that our proposed approach is robust.

5. Conclusions and Future Work

Seam carving is widely utilized due to its ability to protect
the important areas of an image from a visual perspective,
meaning that the pivotal contents of the image are not
distorted or deformed. Moreover, this technology may
also be utilized maliciously, which can result in change to
the semantic contents of the image; however, this situ-
ation may not be perceivable by the naked eye, meaning
that it is more likely that people will be misled or that
some harmful behaviors will occur, which endanger
society. )erefore, despite the challenges, it is necessary
to develop and improve seam-carving detection research.
In this paper, a forensic method designed for the seam-
carving detection task and based on the cooccurrence of
adjacent LBPs is proposed. Experimental results dem-
onstrate that our method has better detection perfor-
mance and good robustness under different QF values
and scaling ratios. )is is of great significance for forensic
work in the field of image security. However, the pro-
posed approach only detects whether or not the image has
been seam-carved and cannot determine the specific
place at which seam carving has occurred within the
image. In the future, we will continue to research location
detection [25] of the seam-carved image. Moreover, many
video/image processing methods [26–31] will be adopted
to extract the identified features. We will also try to apply
deep learning [32–37] methods to identify whether the
image is seam-carved or not.
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[20] T. Ojala, M. Pietikäinen, and D. Harwood, “A comparative
study of texture measures with classification based on featured
distributions,” Pattern Recognition, vol. 29, no. 1, pp. 51–59, l,
1996.

[21] H. Abdi and L. J. Williams, “Principal component analysis,”
Wiley Interdisciplinary Reviews: Computational Statistics,
vol. 2, no. 4, pp. 433–459, 2010.

[22] T. Chen, J. Xu, H. Ying et al., “Prediction of extubation failure
for intensive care unit patients using light gradient boosting
machine,” IEEE Access, vol. 7, no. 1, pp. 150960–150968, 2019.

[23] C.-C. Chang and C.-J. Lin, “Libsvm,” ACM Transactions on
Intelligent Systems and Technology, vol. 2, no. 3, pp. 1–27, 2011.

[24] S. J. Ryu and H. Y. Lee, “Detecting trace of seam carving for
forensic analysis,” IEICE Transaction Information System,
vol. 97, no. 5, pp. 1304–1311, 2014.

[25] J. Li, B. Yang, and X. Sun, “Segmentation-based image copy-
move forgery detection scheme,” IEEE Transaction Infor-
mation Forensics Security, vol. 10, no. 3, pp. 507–518, 2015.

[26] Z. Bi, L. Yu, H. Gao et al., “Improved VGG model-based
efficient traffic sign recognition for safe driving in 5G sce-
narios,” International Journal of Machine Learning and Cy-
bernetics, pp. 1–12, 2020.

[27] B. Lin, S. Deng, H. Gao et al., “A multi-scale activity transition
network for data translation in EEG signals decoding,” IEEE/
ACM Transactions on Computational Biology and Bio-
informatics, 2020.

[28] J. Qin, H. Li, X. Xiang et al., “An encrypted image retrieval
method based on harris corner optimization and LSH in cloud
computing,” IEEE Access, vol. 7, no. 1, pp. 24626–24633, 2019.

[29] Y. Tan, J. Qin, X. Xiang, W. Ma, W. Pan, and N. N. Xiong, “A
robust watermarking scheme in YCbCr color space based on
channel coding,” IEEE Access, vol. 7, no. 1, pp. 25026–25036,
2019.

[30] J. Zhang, Y. Wu, W. Feng, and J. Wang, “Spatially attentive
visual tracking using multi-model adaptive response fusion,”
IEEE Access, vol. 7, pp. 83873–83887, 2019.

[31] Y. Chen, W. Xu, J. Zuo et al., “)e fire recognition algorithm
using dynamic feature fusion and IV-SVM classifier,” Cluster
Computing, vol. 22, no. 3, pp. 7665–7675, 2019.

[32] J. Wang and J. H. Qin, J. Xiang, Y. Tan, and N. Pan,
“CAPTCHA recognition based on deep convolutional neural
network,” Mathematical Biosciences and Engineering, vol. 16,
no. 5, pp. 5851–5861, 2019.

[33] Y. Luo, J. Qin, X. Xiang, Y. Tan, Q. Liu, and L. Xiang,
“Coverless real-time image information hiding based on
image block matching and dense convolutional network,”
Journal of Real-Time Image Processing, vol. 17, no. 1,
pp. 125–135, 2020.

[34] L. Xiang, G. Guo, G. Yu, V. Sheng, and P. Yang, “A con-
volutional neural network-based linguistic steganalysis for
synonym substitution steganography,” Mathematical Biosci-
ences and Engineering, vol. 17, no. 2, pp. 1041–1058, 2020.

[35] S. He, Z. Li, Y. Tang, Z. Liao, F. Li, and S.-J. Lim, “Parameters
compressing in deep learning,” Computers, Materials &
Continua, vol. 62, no. 1, pp. 321–336, 2020.

[36] A. K. Sangaiah, D. V. Medhane, T. Han, M. S. Hossain, and
G. Muhammad, “Enforcing position-based confidentiality
with machine learning paradigm through mobile edge
computing in real-time industrial informatics,” IEEE Trans-
actions on Industrial Informatics, vol. 15, no. 7, pp. 4189–4196,
2019.

[37] L. Xiang, G. Zhao, Q. Li, W. Hao, and F. Li, “TUMK-ELM: a
fast unsupervised heterogeneous data learning approach,”
IEEE Access, vol. 6, pp. 35305–35315, 2018.

12 Security and Communication Networks


