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Abstract. Text pre-processing and feature selection are important and critical steps in text 

mining. Text pre-processing of large volumes of datasets is a difficult task as unstructured 

raw data is converted into structured format. Traditional methods of processing and 

weighing took much time and were less accurate. To overcome this challenge, feature 

ranking techniques have been devised. A feature set from text preprocessing is fed as input 

for feature selection. Feature selection helps improve text classification accuracy. Of the 

three feature selection categories available, the filter category will be the focus. Five feature 

ranking methods namely: document frequency, standard deviation information gain, CHI-

SQUARE, and weighted-log likelihood –ratio is analyzed. 

Keywords: datasets, text pre-processing, feature selection, classification accuracy,    

feature ranking  

 

1. Introduction 

The web stores vast amount of content generated by the users. The content describes customer 

opinions on products and services through reviews, tweets, blog, etc. Customers are able to make 

purchasing decisions basing on reviews [1]. That is, before a customer makes a buying decision, 

he /she can visit the related website and browse online reviews of alternative products.  The 

reviews also help manufactures to make an improvement on products or services. Therefore, 

accurate understanding of expressed sentiments can help give business a competitive advantage 

over competitors [2]. 

 

Feature weighting is an important stage in sentiment analysis as it passes data as input for 

sentiment classification. Basing on the feature ranking or weighting method, accuracy is improved 

for classification. That is, the smallest subset of features is found that maximally improves the 

performance of the model. [3] Prior to feature ranking is pre-processing of the dataset. Text pre-

processing is a vital part of any Natural Language Processing system as characters, words, and 

sentences identified are crucial units that are passed further for processing. Text preprocessing 

starts with data filtering followed by data cleansing. The resultant file is exported for feature 

weighting.  In feature weighting, there are three categories of feature selection namely filter 

methods, wrapper methods and embedded methods. Working directly on the dataset, filter 

methods are able to provide a weighting, ranking or subset as output. Wrapper methods, guided by 

the outcome of the system they search in the space for features. And by the use of internal 

information of the classification model, embedded method performs feature selection. This paper 

is based on filter methods which provide a weightage or ranking on the features. Five ranking or 

feature selection methods are analyzed. 

 

2. Literature Review  

Many researches have been done to achieve best results performing sentiment analysis in 

multilingual context. The text classification is based on the feature ranking. But the feature 

ranking has two issues as accuracy on categorization and identification of features. To resolve 

these issues, feature selection is retrieving the important features from the data set before 

http://creativecommons.org/licenses/by/3.0
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classification of data set. If the results of feature selection are robust, specific and reliable then 

classification process will be improved. If the number of features increases then it will affect the 

complexity leading to decreased accuracy of classification. The feature selection process plays 

essential role for classification issues to increase the computation and accuracy. [4] 

 

The text classification machine workflow consist the preprocessing methods, feature 

extraction techniques, feature selection and classification of data set. Brief information about the 

text classification workflow stages (Fig.1) are given below. 

 

2.1 Data Collection 

The data collection form the online websites is the raw dataset for sentiment analysis. The online 

website could be like http://www.amazon.in, http://www.flipkart.in, 

http://www1.ap.dell.com/content/default.aspx?c=in&l=en&s=&s=gen&~ck=cr, etc. The collected 

raw data has been arranged as per preprocessing requirements [5]. 

 

2.2 Preprocessing Methods 

The collected datasets first of all goes for preprocessing where the datasets are processed with 

filter data, Data Cleaning and Extract to text file. The filter data is a process where raw data 

within keyword is filtered using the name of a product. i.e.  ‘Hp laptop’, ‘iphone’, ‘Cisco wireless 

router’ etc. Data cleansing is the process of removing the noisy data from the raw data, like @, #... 

all special characters and unwanted data like username, redundant alphabets, URL etc. 

 
Fig. 1 Workflow for Text Classification of online product review 

 

2.3 Feature selection and extraction 

Feature selection and extraction is the process where select the preprocessed datasets and 

transform into the specific set. The text classification process is based on the featured datasets; 

hence it is most important to select the extract features. The main objective of feature extraction is 

to transform data into well represented format based on their feature. [6] There are some steps to 

obtain the feature selection and extraction: 

 

2.3.1 Case Normalization 

Mostly the textual review contains combination of upper case and lower case character, which 

creates the major problem for the feature selection. To overcome from this issue case 

normalization converts the all character into the lowercase. [18, 19] 

2.3.2 Tokenization 
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Tokenization is the process where separation occurs on the dataset, then assign the distinct tokens 

for each feature. The datasets which is based on the English language, punctuation and blank 

space are the delimiters for tokenization [18]. 

2.3.3 Stemming process 

Stemming is process to reduce the distinct type of tokens and convert into appropriate token type. 

Stemming works based on the prefixes, pluralization and suffixes of the tokenized dataset.[17] 

2.3.4 Generate N-Grams 

The n-grams are based on the number of character present on the particular stemmed sets. For 

example take trigram (3-gram) of phrases as “NICE” could be ‘_ _ N’,’_ N I’,’NIC’, ‘C E _’,’E _ 

_’. The N-grams of phrases has dimensions as 1 dimensional, 2 dimensional, 3 dimensional and 

they called as ‘unigrams’, ‘bigrams’, ’trigrams’ respectively. The N-Grams are mostly using for 

the speech pattern recognition [14,15] and identify the particular language. Also text classification 

requires the N-Grams for effective classification [16]. 

 

2.4 Feature weighting 

The feature weighting process providing the weightage to individual feature based on the 

frequency of the feature. Hence performance of the feature classification process will increase. 

There are two approaches for feature weighting: 

2.4.1 Term Frequency  

Term frequency observes the frequency of single term on the set of features, while dataset is 

having regularity based on the set of feature for specific term. The dataset regularity is depending 

on the respective binary value of the term. We can calculate term frequency with the formula 

where TF(t) is term frequency function, t is number of terms,𝑇𝐹(𝑡, 𝑜𝑖) is percentage of datasets 

belonging to a class𝑜𝑖 in which term t occur. And |c| is number of available categories[7,9]. 

𝑇𝐹(𝑡) = ∑ 𝑇𝐹(𝑡, 𝑜𝑖)  =
|𝑏|
𝑖=0 ∑ 𝑅(𝑡|𝑜𝑖)|𝑏|

𝑖=0 (1) 

2.4.2 Term Frequency Inverse Document Frequency (TF-IDF) 

The term frequency is more valuable technique then term frequency. TF-IDF is based on the term 

frequency to collect the frequency weightage of particular term for the modeling process. The 

inverse document frequency is based on the number of documents has the particular phrase or 

term in the recommend dataset. To calculate the TF-IDF there is a formula below[8,9]. 

      𝑇𝐹 − 𝐼𝐷𝐹 = 𝑓(𝑡) × 𝑙𝑜𝑔
𝑃𝑟

𝑝𝑟
                                                                                             (2)                    

The variables are associated with t is term to weight, f(t) is frequency of term to weight in the 

dataset of data collection, 𝐷𝑟 A collection of data that recommended to observer, 𝑃𝑟 Number of 

dataset in 𝐷𝑟, 𝑝𝑟 number of dataset in 𝐷𝑟 that contain t. 

2.4.3 Chi-square 

Chi-square is normalized value, which represents the degree of relationship heterogeneous 

categories and features. Calculate the value of Chi-square as, 

𝐶𝐻𝐼(𝑆, 𝑡𝑖) =
𝐷 ×(𝐿𝑀−𝑁𝑂)

(𝐿+𝑁)×(𝐿+𝑂)×(𝑀+𝑁)×(𝑀+𝑂)
                                                                    (3) 

Where S is feature, 𝑡𝑖 is category, D is number of datasets in the collected text, n is number of 

categories, L is number of times S and 𝑡𝑖 occur, M is number of time neither 𝑡𝑖 nor S occurs, N is 

number of times S occurs without 𝑡𝑖 and O is the number times 𝑡𝑖 occurs without S. [9, 10] 

2.4.4 Information gain  

Information gain is parameter. It contains the number of bits of information that gained prophecy 

of classification based on the features availability in the dataset [9,12,13]. The information gain 

defines as : 

𝐼𝐺(𝑆) = − ∑ 𝑃(𝑡𝑖) × 𝑙𝑜𝑔𝑃(ti)
𝑛
𝑖=1 + 𝑃(𝑆) × ∑ 𝑃(𝑡𝑖|𝑆) × 𝑙𝑜𝑔𝑃(ti|S)𝑛

𝑖=1 + 𝑃(𝑆̅) ×
                         ∑ 𝑃(𝑡𝑖|𝑆̅) × 𝑙𝑜𝑔𝑃(ti|S̅)𝑛

𝑖=1                            (4)                    
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Where S is feature, P(S) is probability that feature S occurs, P(S̅) is probability that feature S     

does not occurs and P(ti) is probability that class ti occurs. 

2.4.5 Standard deviation 

Standard deviation is a method which calculates the feature distribution from mean of feature 

space. The heavy standard deviation presents features that are extensive over the huge rang of 

values. And the light standard deviation provides the feature points which are closer to the mean 

value [11]. The standard deviation defines as. 

𝑚𝑒𝑎𝑛𝑗(𝑆𝑘) =
1

𝑀
∑ 𝑌𝑖 𝑘 

𝑀
𝑖=1 (5) 

𝑠𝑡𝑑𝐷𝑣𝑗(𝑆𝑘) = √
1

𝑀
∑ (𝑌𝑖 𝑘 − 𝑚𝑒𝑎𝑛𝑗(𝑆𝑘))2𝑀

𝑖=1                                                   (6) 

j =1, 2… J and k =1, 2… n 

𝑆𝐷(𝑆𝑘) = |𝑠𝑡𝑑𝐷𝑣1(𝑆𝑘) − 𝑠𝑡𝑑𝐷𝑣2(𝑆𝑘)|                                             (7) 

Where S is feature, M is number of sample in a class, n is number of feature available, J is number 

of categories, 𝑌𝑖 𝑘 signifies weight of 𝑘𝑡ℎfeature which is based on the TF-IDF to  

𝑖𝑡ℎ sample, 𝑚𝑒𝑎𝑛𝑗 and 𝑠𝑡𝑑𝐷𝑣𝑗 are mean and standard deviation respectively[9,11]. 

 

3.  Results 

AFFIN-96 and AFFIN-111 datasets are used for feature ranking classification. With the help of 

RStudio the results as the classification like very negative, negative, positive and very positive are 

obtained as in fig.2. 
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Fig 2. Classification of data 

 

4. Conclusion  

Text mining is the process of extracting meaningful and useful information from unstructured 

data. It figures out some interesting patterns from very large databases. Different techniques are 

used in order to come out with a feature set useful for feature ranking.Different feature ranking 

techniques have been highlighted in this paper which may provide an insight for text mining 

researchers. 
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