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Network function virtualization (NFV) is a new way to provide services to users in a network. Different from dedicated hardware
that realizes the network functions for an IoT application, the network function of an NFV network is executed on general servers,
and in order to achieve complete network functions, service function chaining (SFC) chains virtual network functions to work
together to support an IoT application. In this paper, we focus on amain challenge in this domain, i.e., resource efficient provisioning
for social IoT application oriented SFC requests. We propose an online SFC deployment algorithm based on the layered strategies
of physical networks and an evaluation of physical network nodes, which can efficiently reduce bandwidth resource consumption
(OSFCD-LSEM) and support the security and privacy of social IoT applications. The results of our simulation show that our
proposed algorithm improves the bandwidth carrying rate, time efficiency, and acceptance rate by 50%, 60%, and 15%, respectively.

1. Introduction

In traditional service provider networks, network functions
(NFs) (e.g., intrusion detection systems (IDSs), gateways,
load balancers, network address translators (NATs), and fire-
walls [1, 2]) for social IoT applications [3–6] are implemented
by specialized hardware devices, and it is expensive to incor-
porate some new devices into an existing service network.
With an increasing number of social IoT applications, the
demand of corresponding NFs for each user necessitates
a significant amount of hardware resources. Furthermore,
security and privacy preservation in social IoT applications
are also important issues that need to be solved [7–10].
To address these problems, network function virtualization
(NFV) technology has been put forward. In NFV networks,
NFs are implemented in the form of software instead of
dedicated hardware and separately run on different virtual
machines (VMs) [11, 12] and thus guarantee the security and
privacy requirements. As shown in Figure 1, NFs that run in
NFV networks are called virtual network functions (VNFs).

Different VNFs are arranged in a prescribed order to form
a service function chain (SFC) to fulfill the communication
requirements [13–15].

NFV is convenient for social IoT service providers to
deploy VNFs on commercial servers and manage the under-
lying network [16–18]. Using NFV technology, the social
IoT service provider can flexibly deploy virtual NFs on
commercial servers [19–21], which are traditionally fulfilled
on dedicated hardware. Furthermore, with an increasing
social IoT service demand [22–25], common commercial
servers can provide support to multiple VNFs, which sig-
nificantly reduces the vacancy rate of physical resources
[26–28] and saves the cost of purchasing new dedicated
hardware. The network operators can flexibly deploy and
chain the VNFs according to the social IoT users’ requests
and practical network topology. This approach decreases
the use of inapplicable functions and the corresponding
deployment costs. Moreover, this approach can customize the
social IoT services for the clients, introduce a broad busi-
ness outlook, and promote its commercialization. Regarding
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Figure 1: SFC organization by virtualizing commercial servers.

traditional NFs, VNFs increase policy compliance capabil-
ities [29] and promote the emergence of more novel tech-
niques and the development of NFV for social IoT applica-
tion.

NFV can bring additional benefits to social IoT ser-
vice providers, i.e., optimize their operational expenditure
(OPEX) and capital expenditure (CAPEX) [11, 30–32] and
improve the quality of service (QoS) by decreasing latency,
reducing bandwidth consumption and increasing adaptation.
NFV introduces many benefits to both users and social IoT
service providers, but there are still many research limitations
that need to be dealt with. For example, the bandwidth
consumption of the SFC is an important research topic.

Bandwidth consumption represents the resource cost of
communication among users/clients [33, 34]. The network
operator seeks to achieve low bandwidth consumption to
complete the deployment of the current SFC request and save
resources for the next SFC request to improve the accommo-
dating capacity of the network [35].With an increasing diver-
sity of service requirements and additional pressure from
massive information transmission, bandwidth resources have
become progressively scarce [36]. Furthermore, low band-
width consumption can provide the client/user a good
experience due to the excellent performance of the network
operator. In previous research, several algorithms have aimed
to reduce bandwidth consumption. In [17], the authors
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focused on bandwidth consumption optimization and pro-
vided a framework for their studied problem. Thus, instead
of the existing hardware environment, targeted research
of NFV can produce increased benefits and reduce the
energy and space consumption of various middle boxes
[19, 37].

In this paper, we study the problem of how to provision
social IoT oriented SFC requests while minimizing the band-
width resource consumption as well supporting the security
and privacy requirements. The studied problem has been
proven to be an NP-hard problem [35, 37, 38].

Thus, we propose an efficient algorithm, called OSFCD-
LSEM, with layered strategies for physical networks. It not
only efficiently solves the SFC deployment problem but also
makes the physical networkmore robust. Our OSFCD-LSEM
algorithm evaluates the nodes in the physical network to
optimize the bandwidth consumption and thus achieves
a higher acceptance ratio and shorter response time (i.e.,
latency) for user demands than the exiting work. In addition,
we can make the physical network more robust using our
OSFCD-LSEM algorithm. The main contributions of this
paper are as follows:

(i) We develop a model to evaluate the physical network
and extend it precisely to its “weak points” and make
the physical network more robust.

(ii) We propose an efficient algorithm (i.e., OSFCD-
LSEM) for social IoT oriented SFC deployment that is
based on the layered strategies of a physical network
and evaluation of a physical network node to optimize
the consumption of bandwidth resources and guaran-
tee the security and privacy.

(iii) We conduct extensive simulations to verify and eval-
uate our algorithm in this paper. The results show
that our proposed algorithm can efficiently address
the online SFC deployment problem.

The remainder of this paper is organized as follows.
Section 2 provides an overview of related works. Section 3
provides the problem descriptions and formulation. In
Section 4, we describe our SFC deployment algorithm based
on the layered strategies of physical networks and eval-
uation of physical network nodes. Section 5 shows the
simulation results and analysis. Section 6 summarizes this
paper.

2. Related Work

NFV aims to satisfy client demands with minimal resource
consumptions (e.g., bandwidth consumption and computing
core consumption) and high performance (e.g., low latency
and high throughput) [20]. An increasing number of studies
have focused on the more efficient deployment of social IoT
oriented SFC requests in various scenarios.

The research in [39] focused on the suitability of different
architectures of data center for a resilient SFC and the
placement of VNFs with high availability constraints. In
[40], the joint VNF placement and path selection problem
were studied. The authors proposed a chain deployment

algorithm to balance the chain length and reuse factor; its
target was to serve as many demands as possible under
limited resources. The research in [41] designed a heuristic
algorithm to address the NFV-RA problem in a coordinated
manner by splitting the SFC request. In [42], the author
made a BCMP mixed queuing network to replace the SFC
model and proposed the convex optimization problem to
shorten the acceptance interval of the service chain. The
simulation results shown the algorithm in [42] can effec-
tively adapt the resource usage to the network dynamics
and serve more demands than other existing algorithms.
The authors of [43] studied SFC deployment in a multi-
domain network and proposed a vertex-centric distributed
computing algorithm to find all feasible SFC deployment
methods of user requests in the distributed orchestration
framework; then, the algorithm selects the most appropriate
scheme to deploy the SFC to achieve efficient performance.
In [44], the researcher discussed the phenomenon that the
VNFs may sprawl across the network due to inefficient
mapping during the SFC orchestration process and designed
an efficient greedy heuristic algorithm to solve the problem.
The author in [45] studied the service availability constraints
in a data center and designed a heuristic algorithm to deploy
the SFC. In the situation of distributed NFVs, the authors in
[46] studied the security level of a network security frame-
work. The authors proposed a new optimization algorithm
to avoid a single point of failure in a bottleneck problem
and obtained reasonable performance relative to that of a
common device. Li et al. [47] presented a real-time resource-
distributing system for NFV, which integrates timing analysis
with other algorithms, such as timing abstraction, SFC con-
solidation, and linear programming algorithm, to efficiently
distribute network resources while considering latency con-
straints.

Many researchers have studied the deployment of the
social IoT oriented VNF or SFC, and a few of them have
attached importance to the total bandwidth consumption.
Ye et al. [17] focused on the joint topology design and SFC
deployment problem to minimize the total consumption of
bandwidth resources. Their main idea was to reduce band-
width usage and cost by prioritizing VNF deployment. In
[48], the authors proposed and analyzed two deployment
strategies, HSD and VSD, whose performance was analyzed
in terms of cost. They claimed that HSD had better per-
formance in terms of an even distribution of the load over
all servers, access links, and ToR switches. The authors in
[49] combined NFV with cloud computing and designed
a bandwidth-guaranteed SFC-placing algorithm; then, the
authors tested the performance of their algorithm in a data
center. The simulation results showed that the heuristic
algorithm had excellent performance. In [38], the authors
designed a forecast-assisted online SFC deployment algo-
rithm that included the prediction of future VNF require-
ments. The simulation results showed that the algorithm in
[38] could reduce the blocking probability of SFC requests
and effectively improve the profit of the service provider from
SFC deployment.

Overall, bandwidth is the most prominently expensive
resource that directly affects the number of demands that the
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Figure 2: Two examples of SFC deployment.

network can satisfy online and the capacity of the physical
network.Thus, in this research, we focused on the bandwidth
consumption and designed an efficient algorithm to provision
social IoT oriented SFC requests.

3. Problem Formulation

In this paper, we studied the online social IoT oriented SFC
deployment problem. We considered a situation in which
each SFC request has a pair of start and terminal nodes
attached to the given physical network nodes and a specific
sequence of VNFs that make up continuous functions. We
have to deploy these VNFs onto the corresponding physical
nodes and then organize the VNFs to form an SFC. To
reduce the bandwidth resource consumption, we need to use
fewer nodes to shorten the length of the SFC as much as
possible.

A user request can be denoted as 𝑆 = (𝐹S, 𝐸S),
where 𝐹S = {𝑓1, 𝑓2, . . . , 𝑓m} is the set of VNFs and𝐸S = {𝑒1, 𝑒2, . . . , 𝑒q} represents the virtual link after SFC
deployment. The real physical underlying network can be
modeled as G = (N, L), where G is an undirected weighted
graph, 𝑁 = {𝑁1,𝑁2, . . . , 𝑁y} is the set of physical nodes,
and 𝐿 = {𝐿1, 𝐿2, . . . , 𝐿k} is the set of real links in
the physical underlying network. We use 𝑃 to denote the

physical path that holds the SFC request. We define 𝐶𝑇𝐵 to
denote the total bandwidth consumption, which is defined
in

𝐶𝑇𝐵 = ∑
𝐿 𝑖 𝑒𝑗∈𝑃 {𝑆}

𝐶𝐿 𝑖 𝑒𝑗𝐵 (1)

where𝐿 𝑖 𝑒𝑗 denotes that virtual link, 𝑒𝑗 is deployed on the link
Li, and 𝐶𝐿 𝑖 𝑒𝑗𝐵 is the bandwidth consumption of virtual link 𝑒𝑗,
which is deployed on the linkLi .Wedefine𝑅𝑁𝑖𝐶 as the available

computing resources of the physical node𝑁𝑖 and 𝐶𝑁𝑖 𝑓𝑗𝑁 as the
computing resource requirements of VNF 𝑓𝑗, which would

be deployed on the node N i. 𝑅𝐿 𝑖𝐵 is the available bandwidth
resources of the physical link 𝐿𝑖.

To deploy an SFC, we must map the VNFs to some node
and the virtual links 𝐸S to some real links in the physical
network; the path 𝑃 {𝑆}, which would hold the SFCs, must
have sufficient nodes and computing resources to deploy
the corresponding VNFs, and the physical links must have
sufficient available bandwidth for communication among
those VNFs. In addition, the available bandwidth resources
must satisfy the requirements of the 𝐸S in the corresponding
user request. Similar to [10, 20], this paper assumes that
each VNF from the same SFC needs to use different physical
network nodes. Then, the number of VNFs (denoted as ‖Fs‖)
should be less than the number of nodes of physical pathP {𝑆}
(denoted by ‖𝑃 {𝑆}‖). Then, the problem of SFC deployment
can be formulated as follows:

min ∑
𝐿 𝑖 𝑒𝑗∈𝑃 {𝑆}

𝐶𝐿 𝑖 𝑒𝑗𝐵
𝑠.𝑡. ∀𝐿 𝑖 𝑒𝑗 ∈ 𝑃 {𝑆}

𝑅𝐿 𝑖𝐵 − 𝐶𝐿 𝑖 𝑒𝑗𝐵 ≥ 0
∀𝑁𝑖 𝑓𝑗 ∈ 𝑃 {𝑆}
𝑅𝑁𝑖𝐶 − 𝐶𝑁𝑖 𝑓𝑗𝑁 ≥ 0
‖𝑃 {𝑆}‖ − ‖𝐹𝑠‖ ≥ 0

(2)

Formula (2) is used to model the SFC deployment prob-
lem, which can minimize the bandwidth consumptions while
finishing SFC deployment. There must be sufficient available
computing resources to deploy corresponding SFCs, and the
bandwidth must be sufficient to satisfy the communication
demands among the corresponding VNFs. In addition, there
must be sufficient nodes in the physical path P to deploy the
VNFs of the SFC request.

Figure 2 shows two different examples of provisioning
an SFC request, both of which successfully deploy the SFC
request and satisfy the clients’ demands. Nodes N1 and N8
are the requested client node and destination client node,
respectively. There are three VNFs (i.e., f 1, f 2, and f 3) in
the SFC request. Client node N1 needs to transmit 50 units
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of traffic to VNF f 1 . Between VNFs f 1 and f 2, 70 units
of information need to be transmitted. Between VNFs f 2
and f 3, 80 units of traffic need to be transmitted. There
is a 90-unit transmission demand from VNF f 3 to the
destination client node N8. As shown in Figure 2(a), we
deploy the VNFs f 1 , f 2, and f 3 onto the physical nodes
N2, N5 and N6, respectively. Then, we find the path P ={𝑁1-𝑁2,𝑁2-𝑁3,𝑁3-𝑁5,𝑁5-𝑁7,𝑁7-𝑁6,𝑁6-𝑁8} to host
the SFC. In this deployment scheme, the total bandwidth
consumption is 440 units. Although this approach success-
fully deploys the SFC request, it wastes bandwidth resources.
In Figure 2(b), the VNFs f 1, f 2, and f 3 are deployed onto
the physical nodes N1, N6, and N8, respectively. Then, we
find a short path P = {𝑁1-𝑁2,𝑁2-𝑁6,𝑁6-𝑁8} (shown as
the red line in Figure 2(b)) which can also deploy all VNFs
from the user requests. However, the total consumption
of bandwidth resources of this scheme is only 220 units,
which is approximately half of the consumption of the
deployment in Figure 2(a). In Figure 2(b), path P is the
shortest path to deploy this SFC request, and this scheme
can reduce more bandwidth consumption. Mapping the
SFC to the path in Figure 2(b), the service network can
deploy more SFC with other links, which is impossible in
Figure 2(a).

Therefore, different deployment schemes significantly
affect the bandwidth consumptions and thus affect the avail-
able network capacity. An efficient algorithm is important and
urgently needed to better deploy SFC requests and reduce
bandwidth consumption.

4. Algorithm Design

Since the optimal SFC deployment problem is NP-hard [35,
37], we design an efficient algorithm for solving our research
problem in this section. Our proposed algorithm employs
the layered strategies of physical networks and evaluation
of physical network nodes to optimize the consumption of
bandwidth resources, which is denoted by OSFCD-LSEM.
The basic idea of OSFCD-LSEM is to find the shortest paths
to deploy SFC requests while saving as many bandwidth
resources as possible to satisfy more user requests. When
a user demand arrives, the OSFCD-LSEM algorithm begins
to handle it. First, calling Algorithm 2, the OSFCD-LSEM
algorithm layers the physical underlying network and obtains
the information from the nodes and links in each layer of
the physical network. Then, it calls Algorithm 3 to perform
an evaluation of nodes in the network and select some nodes
that are most suitable to host the VNFs of this SFC request.
Finally, it connects the deployed VNFs by using a shortest
path to fulfill an SFC. By layered strategies and selection of
the nodes for VNF deployment, the OSFCD-LSEMalgorithm
can deploy VNFs in the most suitable nodes and deploy
the SFC requests in appropriate simple paths to save more
bandwidth resources. The physical path must contain the
start node Nr and the terminal node Na. Furthermore, the
nodes in the physical path must have sufficient resources to
host the VNFs of the user request.

In the proposed OSFCD-LSEM algorithm, we provide
some definitions of variables. 𝐺𝐿 is the physical network after

layering, and 𝑉𝑋 is used to denote the set of nodes in the X-

th layer. The X-th layer is denoted as L.X. 𝐺𝑋𝐿 is the inner
layered network in the X-th layer (L.X), and we used L.Y to

denote the Y-th layer in 𝐺𝑋𝐿 . 𝑉𝑖(𝑋,𝑌) is the set of nodes in the

L.Y of 𝐺𝑋𝐿 , which includes the node N i. 𝐸𝑋 is the set of links
that connect the nodes from L.X and L.X-1. 𝐸𝑖(𝑋,𝑌) denotes
the corresponding links that connect the nodes in the L.Y-1

about nodeN i, and 𝐿𝑖𝑀𝐴𝑋 is the correspondingmaximal layer
of node N i. LMAX is the layer number of GL. 𝑁𝑇 is the node
number of the physical network, and 𝐿𝑇 is the link number
of the physical network G. The OSFCD-LSEM algorithm is
shown in Algorithm 1.

Next, Algorithm 2 is responsible for handling hierarchical
physical networks in our algorithm. Algorithm 2 layers the
entire network to obtain the layering information of the
nodes and links in the network and outputs the results to
other algorithms. Therefore, Algorithm 2 is the basis of our
SFC request deployment scheme and physical network node
evaluation. The physical network layering can be formulated
as follows:

𝐺𝐿 =
𝐿𝑀𝐴𝑋∑
𝑋=1
(𝑉𝑋, 𝐸𝑋) +

𝐿𝑀𝐴𝑋∑
𝑋=2
𝐺𝑋𝐿 (3)

𝐺𝑋𝐿 = ∑
𝑉𝑖∈𝑉𝑋

𝐿𝑖𝑀𝐴𝑋∑
𝑌=1
(𝑉𝑖(𝑋,𝑌), 𝐸𝑖(𝑋,𝑌)) (4)

𝐿𝑀𝐴𝑋∑
𝑋=1
𝑉𝑋 − 𝑁𝑇 ≥ 0 (5)

𝐿𝑀𝐴𝑋∑
𝑋=2
𝐸𝑋 +

𝐿𝑀𝐴𝑋∑
𝑋=2

∑
𝑉𝑖∈𝑉𝑋

𝐿𝑖𝑀𝐴𝑋∑
𝑌=2
𝐸𝑖(𝑋,𝑌) − 𝐿𝑇 = 0 (6)

In (3), two parts make up 𝐺𝐿: one part is the inner layer
network 𝐺𝑋𝐿 about the X-th layer (L.X) and the other part
is the overall layered network. The layering process begins
from the request node 𝑁𝑟; thus, 𝑉1 = 𝑁𝑟, 𝐸1 = 0, and𝐺1𝐿 = 0. Equation (4) shows that, to make 𝐺𝐿 closer to the
physical network G, each layer except layer L.1 should obtain
its inner layer node-related information. The OSFCD-LSEM
algorithmcanobtain amore precise evaluation of the physical
network and more efficiently deploy the corresponding SFC
requests. In (5), the equation describes that all nodes in the
layered physical network must be in the corresponding layer.
In (6), the equation shows that each link should be in the
corresponding layer or inner layer.

In Figure 3, we give an example of layering a network.
Figure 3(a) shows the topology of a physical network, and
it has a total of 10 nodes. Figure 3(b) provides the detailed
processing procedure for layering the network topology. We
assume that the start node 𝑁𝑟 in the request is node N1 and
that the terminal node 𝑁𝑎 in the request is node N9. First,
our algorithm places the start node N1 into L.1 (N1 is the
only node in V1 of L.1) and places nodes N2, N3, and N4
into L.2 because they directly have links to node N1. Then,
our algorithm places nodesN5,N6, andN9, all of which have
links to some nodes in the L.2 (i.e., nodes N2, N3, and N4),
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Input: (1) SFC request. (2) physical network 𝐺;
Output: SFC deployment scheme.(1) Receive a user request;(2) Initialize Path = [];(3) 𝑁𝑎 󳨀→ Path;𝑁𝐿 =𝑁𝑎;(4) Layer the topology: Algorithm 2(𝑁𝑟;𝑁𝐿; 𝐺);(5) Get 𝐿𝐴: the layers that destination client belongs to;

(6) while 𝐿𝑆 > max(𝐿𝐴) + ∑𝐿𝑀𝐴𝑋𝑋=1 max(𝐿𝑖𝑀𝐴𝑋) ∀𝑁𝑖 ∈ 𝑉𝑋 do(7) if max{𝐿𝐴} = 𝐿𝑀𝐴𝑋(8) 𝑁𝑇𝐸𝑀𝑃 = Algorithm 3(; ; true; max{𝐿𝐴});(9) 𝑁𝑇𝐸𝑀𝑃 󳨀→ Path;(10) 𝑁𝐿 =𝑁𝑇𝐸𝑀𝑃;(11) else(12) 𝑁𝑇𝐸𝑀𝑃 = Algorithm 3(; ; false; max{𝐿𝐴});(13) 𝑁𝑇𝐸𝑀𝑃 󳨀→ Path;(14) 𝑁𝐿=𝑁𝑇𝐸𝑀𝑃;(15) end if(16) 𝐿𝑆 = 𝐿𝑆 - 1;(17) VNF 󳨀→ 𝑁𝑇𝐸𝑀𝑃;(18) Algorithm 2(𝑁𝑟;𝑁𝐿; 𝐺);(19) Update 𝐿𝐴;(20) end while(21) if 𝐿𝑆 ≤max(𝐿𝐴)(22) Select min L.X ∈ 𝐿𝐴 && L.X > 𝐿𝑆;(23) while 𝑁𝑟 ∉ Path do(24) 𝑁𝑇𝐸𝑀𝑃 = Algorithm 3 (; ; true; L.X);(25) 𝑁𝑇𝐸𝑀𝑃 󳨀→ Path;(26) 𝑁𝐿 =𝑁𝑇𝐸𝑀𝑃;(27) L.X = L.X - 1;(28) VNF󳨀→ 𝑁𝑇𝐸𝑀𝑃;(29) end while(30) end if(31) SFC deployment scheme is Path.

Algorithm 1: OSFCD-LSEM algorithm.

into L.3 (we specify that all nodes can only belong to one
layer except the terminal node N9; thus, node N4 cannot be
part of L.3, even though it connects with node N3, which is
in L.2).

In our layered network, except for the destination client
node N9, the nodes in one layer must have links to the nodes
in the previous layer. Thus, nodes N7, N8, and N10 directly
have links to the nodes in L.3 (i.e., nodes N5, N6, and N9),
whereas N10 connects only with destination client node N9
among the three nodes in L.3. NodeN10 should not be placed
in layer L.4. Thus, we place only nodes N7 and N8 into L.4.
Nodes N9 and N10 connect with nodes N7 and N8 in L.4;
thus, we place nodes N9 and N10 in layer L.5, and because
N9 connects with node N10, our algorithm places node N9
in L.6. When ten nodes in G belong to the corresponding
layers, the overall network-layered processing finishes. Thus,
the OSFCD-LSEM algorithm can guarantee finding a path
without loops. For each L.X, we also need to layer and obtain

the inner layer 𝐺𝑋𝐿 . In the example shown by Figure 3(b), the

layer L.2 has an inner layer 𝐺2𝐿 that includes two layers. For

𝐺2𝐿 in Figure 3(b), each layer X ≤ LMAX and each node N i ∈
V.X should be set as the start node 𝑁𝑟; let 𝑁𝑎 = 0. Then, we

obtain their inner layer information. In 𝐺2𝐿, both 𝐿𝑁3𝑀𝐴𝑋 and𝐿𝑁4𝑀𝐴𝑋 are equal to 2, whereas 𝐿𝑁2𝑀𝐴𝑋 is equal to 1.
Overall, the physical network is layered into six layers

with two inner layer networks associated with nodes N3 and
N4.The start node𝑁𝑟 is the only one in the first layer, and the
terminal node𝑁𝑎 is in three layers, including L.3, L.5, and L.6.
Thus, we obtain three paths that can be used between𝑁𝑟 and𝑁𝑎. 𝐿𝑃 is used to denote the length of path, which is equal to
the number of VNFs that the path can hold. LS is the length
of an SFC, which is equal to the VNF number of the SFC
request.

Algorithm 3 evaluates the nodes in the physical network
and selects a node which is most suitable to deploy the
required VNF. After obtaining the layering information,
Algorithm 3makes the decision regarding whether themulti-
ple links can satisfy the user request. When themaximal layer
number in 𝐿𝐴 of the terminal nodes 𝑁𝑎, which is obtained
from the sumof all inner layers, is smaller than the SFC length𝐿𝑆 in the user request, the physical network cannot satisfy the
user request. For example, if we need to deploy an SFC into
the physical network in Figure 3(a), the start and terminal
nodes are N1 and N9. The maximum layer number in 𝐿𝐴 is
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Input: (1) 𝑁𝑟; (2) 𝑁𝑎; (3) physical network G.
Output: 𝐺𝐿;(1) 𝑁𝑟 󳨀→ 𝑉1; 𝐿𝑀𝐴𝑋 = L.1;(2) for 𝑉𝐿𝑀𝐴𝑋 ̸= 0; 𝑁𝑚 ̸= 𝑁𝑎; do(3) for each𝑁𝑛 ∈ 𝐺; do(4) if 𝑁𝑚 ←→ 𝑁𝑛 && 𝑁𝑛 ∉ ∑𝐿𝑀𝐴𝑋1 𝑉𝑋(5) 𝑁𝑛 󳨀→ 𝑉𝐿𝑀𝐴𝑋+1 ;(6) else if 𝑁𝑚 ←→ 𝑁𝑛 && 𝑁𝑛 ∈ ∑𝐿𝑀𝐴𝑋1 𝑉𝑋&&𝑁𝑛 =𝑁𝑎(7) 𝑁𝑛 󳨀→ 𝑉𝐿𝑀𝐴𝑋+1 ;(8) end if(9) end for(10) 𝐿𝑀𝐴𝑋 ++;(11) end for(12) for L.X ≤ 𝐿𝑀𝐴𝑋; do(13) for 𝑁𝑚 ∈ 𝑉𝑋; do(14) 𝑁𝑚 󳨀→ 𝑉(𝑋,1);(15) 𝐿𝑚𝑀𝐴𝑋 = 𝐿𝑚.1;(16) for 𝑉(𝑋,𝐿𝑚𝑀𝐴𝑋) ̸= 0; do(17) if 𝑁𝑛 ∈ 𝑉𝑋&&𝑁𝑚 ←→ 𝑁𝑛&&𝑁𝑛 ∉ ∑𝐿𝑚𝑀𝐴𝑋1 𝐺𝑋L(18) 𝑁𝑛 󳨀→ 𝑉(𝑋,𝐿𝑚𝑀𝐴𝑋);(19) end if(20) 𝐿𝑚𝑀𝐴𝑋 ++;(21) end for(22) end for(23) end for(24) return 𝐺𝐿

Algorithm 2: Network layered processing.

Input: (1) SFC request;(2) 𝐺𝐿;(3) bool direction;(4) X: 𝑁𝐿 ∈ 𝑉𝑋;
Output: the node𝑁𝐶 which has the minimum value of 𝛿;(1) Temp = +∞(2) int i= 0;(3) if direction is true(4) i= X-1;(5) end if(6) if direction is false(7) i= X+1;(8) end if(9) for 𝑁𝑚 ∈ 𝑉𝑖 do(10) if 𝑁𝑚 ←→ 𝑁𝐿(11) if 𝐵𝑠𝑖 𝑚 > 𝐵𝑟𝑖 𝑚&&𝐵𝑠𝑒 𝑚 > 𝐵𝑟𝑒 𝑚 && 𝐶𝑠 𝑚 > 𝐶𝑟;(12) Compute 𝛿 according to Equation (7);(13) if 𝛿 < Temp(14) Temp = 𝛿;(15) 𝑁𝐶 =𝑁𝑚;(16) end if(17) end if(18) end if(19) end for(20) return 𝑁𝐶.

Algorithm 3: Evaluation of related nodes.
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Figure 3: An example of a layered physical network.

6, and there is an inner layer in layer L.2.The total sum is 7, so
this network topology can satisfy only an SFC request whose
length is no more than 7. An SFC request whose number of
VNFs ismore than 7 is too large for this network. However, as
long as the number of VNFs is not greater than the number
of nodes in the network, our OSFCD-LSEM algorithm can
try to find more paths to deploy the longer SFC. It may need
additional time and capacity of bandwidth resources because
there are too many VNFs that need to be deployed. The
proposed Algorithm 3 can search nodes in both positive and
negative directions. When addressing an SFC that is longer
than the abovementioned sum, Algorithm 3 commonly finds
a suitable node in the layer𝑉𝐿𝐴+1 instead of in the upper layer𝑉𝐿𝐴−1; then, the algorithm can increase the length of the path
(𝐿𝑃). However, an extreme situation should be considered,
such as when the node is in the last layer L.𝐿𝑀𝐴𝑋. For this
situation, our algorithm will find a node in the upper layer𝑉𝐿𝑀𝐴𝑋−1 and run Algorithm 2 again.

Finally, we must evaluate the nodes from each layer of
the layered network and select some nodes to map the VNFs.
Algorithm 3 uses the abovementioned strategy to find a path
from 𝑁𝑎 to 𝑁𝑟 to host an SFC request and satisfy the user
demand. Algorithm 3 selects the nodes from each layer using
(7) and (8). The selected node must directly link to the
node in the next layer VN and must have sufficient resources

to deploy the VNFs and satisfy the corresponding function
requirements.

𝛿 = min(𝐵𝑠𝑖 𝑚 − 𝐵𝑟𝑖 V𝑛𝑓𝑖,𝑗𝐵𝑠𝑖 𝑚 , 𝐵𝑠𝑒 𝑚 − 𝐵𝑟𝑒 V𝑛𝑓𝑖,𝑗𝐵𝑠𝑒 𝑚 )

× 𝐶𝑠 𝑚 − 𝐶𝑟 V𝑛𝑓𝑖,𝑗𝐶𝑠 𝑚
(7)

𝐶𝑠 𝑚 = 𝐶𝑡𝑜𝑡𝑎𝑙 𝑚 − ∑
𝑆𝑖∈𝑆𝐹𝐶 𝑜𝑛𝑙𝑖𝑛𝑒

∑
V𝑛𝑓𝑖,𝑗∈𝑆𝑖

𝐶𝑟 V𝑛𝑓𝑖,𝑗 × 𝛼V𝑛𝑓𝑖,𝑗 𝑚 (8)

In (7), we use 𝛿 to denote the node’s appropriateness for
the VNF in the user request. 𝐵𝑠𝑖 𝑚 is the idle bandwidth of
all links that connect node Nm with the nodes in the next
layer 𝑉𝑁, and 𝐵𝑟𝑖 V𝑛𝑓𝑖,𝑗 is the requested bandwidth resource

from vnf i,j to the vnf i,j+1, where V𝑛𝑓𝑖,j is the j-th VNF in the
Si (i.e., the i-th SFC request). 𝐵𝑠𝑒 𝑚 is the idle bandwidth
of the path that connects node Nm with the nodes in the
upper layer 𝑉𝑈, and 𝐵𝑟𝑒 V𝑛𝑓𝑖,𝑗 is the requested bandwidth

resource for making vnf i,j connect with the last VNF. 𝐶𝑠 𝑚
represents the idle computing resources of node Nm, and𝐶𝑟 V𝑛𝑓𝑖,𝑗 represents the requested computing resources of the

vnf i,j. In (8), Ctotal m represents the total computing resources
of node Nm, SFConline is the set of online SFC requests, and
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(a) US-Net topology (b) China-Net topology

Figure 4: Two real network topologies used in our simulations.

𝛼
V𝑛𝑓𝑖,𝑗 𝑚 denotes whether vnf i,j is deployed on node Nm. We

can evaluate whether a physical node is suitable to deploy
the corresponding VNF according to the value of 𝛿. After
physical node evaluation, we select the nodewith theminimal
value of 𝛿 to hold the corresponding VNF.

5. Simulation Results and Analysis

To evaluate the performance of our algorithm, we compare
our algorithm with two existing algorithms, i.e., closed-loop
with critical mapping feedback (CCMF) [17] and key-VNF
deploy first (KVDF) [38]. CCMF deploys the VNFs that have
more resource requirement priorities to optimize the total
consumption of bandwidth resources. KVDF focuses on the
relation between different VNFs in the same SFC and the
relation among different SFCs. According to the relation and
influence, KVDF prioritizes the deployment of the key-VNF
and key-SFC.

To evaluate the performance of algorithms in different
network scenarios, we evaluate the performance of compared
algorithms in moderate-scale and large-scale networks, the
US-Network [50] (shown in Figure 4(a)), and the China-
Network [51] (shown in Figure 4(b)). We use GT-ITM [52] to
generate the moderate-scale and large-scale network topolo-
gies. In moderate-scale network topologies, there are approx-
imately 100 nodes and 400 links. In large-scale network
topologies, there are approximately 300 nodes and 1000 links.
TheUS-Net topology has 24 nodes and 43 links. Additionally,
the China-Net topology has 55 nodes and 103 links. In these
network topologies, the bandwidth resource of all links is
uniformly distributed at 100∼200 units and the computing
resource of all nodes is set as 10 units.

In our simulations, we set the following parameters
according to the existing work [49]. The computer randomly
generates user requests with lengths (i.e., Ls) from 5 to 14, and
these online SFC requests arrive as a Poisson process. For each
physical network and for a given 𝐿 𝑠, we randomly generate
10,000 SFC requests with the request client and destination
client nodes, which are randomly assigned to the physical
nodes.The computing resource demand of each VNF follows
a uniform distribution U (1, 3), and the bandwidth resource

demand of each virtual link follows a uniform distribution U
(20, 50).

With the increasing number of users and SFC requests,
the deployment of SFC in a static network becomes increas-
ingly challenging. Thus, the network scalability must be
improved. For a network-aware scaling strategy, it is better
to extend the network instead of changing the network. In

network G, we define the evaluation of information 𝐺𝑆 in
𝐺𝑆 = 𝐿𝑀𝐴𝑋∑

𝑋=1
∑
𝑁𝑖∈𝑉𝑋

(𝐶𝑠 + 𝐵𝑠𝑖 + 𝐵𝑠𝑒) (9)

The OSFCD-LSEM algorithm layers the physical net-
work, obtains the layer which has minimum resources,
analyzes its inner layer information, and obtains the “weak”
nodes or links that influence the capacity of the network.
Then, the OSFCD-LSEM algorithm extends their resources
to secure a more robust network.

We obtained the simulation results by averaging the
results of multiple simulations. We used an Ubuntu virtual
machine running on a computer with a 3.7 GHz Intel Core
i3-4170 and 4 GB of RAM to run the simulations. And the
algorithms were coded in Java programming language.

From Figure 5, we can see the simulation results of
our OSFCD-LSEM algorithm in a moderate-scale network.
Figure 5(a) shows the information of the physical network.
We can see that L.8 limits the network capacity and will affect
the deployment of SFC. Figure 5(b) shows the information of
the physical nodes in L.8. In L.8, node-67 has the minimal
amount of bandwidth, and node-72 has the minimal amount
of computing resources. Both node-67 and node-72 are the
“weak points” in the physical network. If we can increase
their corresponding resources, the capacity of the physical
network will be enhanced. For network operators, increasing
the corresponding resources to the corresponding nodes and
links is necessary and highly beneficial; moreover, they can
also obtain a more robust network.

Figure 6 shows the simulation results on the US-Net
network. Figure 6(a) shows the information about each layer
in the overall network, and we find that L.4 may be the
“weak point” of the physical network because of the lack
of computing and bandwidth resources. Figure 6(b) shows
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Figure 5: Simulation results for the moderate-scale network.
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Figure 6: Simulation results for the US-Net network.

the nodes’ detailed information about L.4. In the evaluation
result, node 5 has no computing resources to carry any VNF.
Thismeans that node 5 is a “dead point” in the network, and it
significantly compromises network performance. Moreover,
there are a few bandwidth resources in node 5 for connecting
the nodes in the last layer and the next layer. It is necessary
and urgent to supplement the corresponding bandwidth
resources to make the network more robust. With respect
to node 13, though there are enough computing resources,
there are insufficient bandwidth resources. Thus, increasing
bandwidth resources in node 5 to connect the nodes in L.3
and L.4 will significantly improve the ability of the physical
network to provision more SFC requests and make the
network more robust.

For network operators and our OSFCD-LSEM algorithm,
those “weak points” serve as the focal points for the extension
of the physical network. Relative to an approach that blindly

extends the physical network to all nodes and links without
focus and direction considerations, the extension imple-
mented by theOSFCD-LSEM algorithm ismore accurate and
efficient. Our OSFCD-LSEM algorithm can be used to supply
resources to the nodes that require the most resources, and it
avoids wasting resources while improving the total physical
network capacity.

Figure 7 shows the simulation results of the acceptance
ratios of the OSFCD-LSEM algorithm and the other two
algorithms. Figures 7(a), 7(b), 7(c), and 7(d) show the
comparable results in the moderate-scale, large-scale, US-
Net, and China-Net networks, respectively. The OSFCD-
LSEM algorithm has a higher SFC request acceptance ratio
than the CCMF and KVDF algorithms in all networks. As a
result, the OSFCD-LSEM can find the appropriate nodes for
VNF deployment based on the client’s direction with the help
of the network layering algorithm. Compared with the other
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(a) Results for moderate-scale network
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(b) Results for large-scale network
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(c) Results for US-Net network

5 6 7 8 9 10 11 12 13 14
0

20

40

60

80

100

120

A
cc

ep
ta

n
ce

 R
at

io
 (

%
)

Length of SFC

 SFCD-LEMB
 CCMF
 KVDF

(d) Results for China-Net network

Figure 7: Acceptance ratios in different physical networks.

two algorithms, OSFCD-LSEM always finds the shortest and
most appropriate path to deploy SFCs; thus, it has the highest
acceptance ratio among the algorithms. Furthermore, the
OSFCD-LSEM algorithm has a relatively stable acceptance
ratio in arbitrary scale networks and different 𝐿 𝑠 because
our OSFCD-LSEM algorithm evaluates the network after
layering part of the network and can appropriately finish the
SFC deployments. In addition, the OSFCD-LSEM algorithm
performs better in both networks that are generated by GT-
ITM and in the real networks. The excellent performance is
achieved because it is based on the evaluation of the layered
network.

Figure 8 shows the simulation results of the running
time of the OSFCD-LSEM algorithm and the other two
algorithms. Figures 8(a), 8(b), 8(c), and 8(d) reveal the
comparable results in the moderate-scale, large-scale, US-
Net, and China-Net networks, respectively. Among the three
algorithms, the running time of the OSFCD-LSEM algorithm
for performing the deployment is shortest because it can find
nodes for VNF deployment based on the appropriate search
direction rather than on random searching. Therefore, the

OSFCD-LSEM can find the path towards the client node
within fewer searching steps and shorter searching time
comparedwith the other algorithms.Moreover, the optimiza-
tion of the OSFCD-LSEM algorithm makes its running time
slowly increase with the increasing length of SFC (𝐿 𝑠). As 𝐿 𝑠
increases, OSFCD-LSEM requires only a few searching steps,
and the running time slowly increases due to the directional
search advantage.

Figures 9(a), 9(b), 9(c), and 9(d) show the simulation
results of the consumptions of bandwidth resources in the
moderate-scale, large-scale, US-Net, and China-Net net-
works, respectively. Figure 9 shows that the OSFCD-LSEM
algorithm can provision SFC requests with less bandwidth
consumption than the other two algorithms for the same
SFC requests. Since it employs the network layering strategy,
the shortest paths can be found by the OSFCD-LSEM
algorithm to deploy the SFC based on an efficient search
direction. Then, compared with the other two algorithms,
SFC communication via the shortest paths consumes less
bandwidth resources. With the increase in 𝐿 𝑠 and net-
work size, the OSFCD-LSEM algorithm shows outstanding
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(a) Results for moderate-scale network
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(b) Results for large-scale network
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(c) Results for US-Net network
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(d) Results for China-Net network

Figure 8: Running time in different physical networks.

performance in saving bandwidth resources because it
obtains the layering information of the nodes and links in
the network by layered strategies, which is one of the main
contributions of OSFCD-LSEM. Importantly, since saving
bandwidth resources is the goal of this study, the simula-
tions of different network scenarios and SFC lengths (𝐿 𝑠)
show that the OSFCD-LSEM algorithm obtains the expected
results.

In summary, the OSFCD-LSEM algorithm layers the
physical network and is superior to the other two compared
algorithms in terms of the acceptance ratio, running time,
and bandwidth consumption. These achievements can be
attributed to the manner in which the OSFCD-LSEM algo-
rithm obtains overall evaluation information of the physical
network.

6. Conclusion

Under NFV technology, the network functions can be
migrated from dedicated hardware and be deployed onto
commercial servers in any necessary location. NFV can

remarkably enhance the flexibility and reduce the resource
consumption in the physical network. With the benefit of
NFV, the clients’ experience and network performance are
both improved.

In this paper, we study the efficient online social IoT
application oriented SFC provision problem. We propose an
SFC deployment algorithm, OSFCD-LSEM, which layers the
physical network to obtain the layering information of the
nodes and links in the network. Moreover, it also selects the
most suitable node to host the VNFs by evaluating some
nodes in the physical network. The simulation results show
that the OSFCD-LSEM algorithm has better performance
in terms of time efficiency, acceptance ratio, and bandwidth
consumption for provisioning social IoT application oriented
SFC requests. Furthermore, to satisfy the increasing social
IoT demands, we can use the layering information to appro-
priately extend the physical network.

In the future work, we can introduce artificial intelligence
algorithm to the existing framework to improve the accuracy
rate, or to study the algorithm to run efficiently in a more
complex physical network environment.
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(a) Results for moderate-scale network
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(b) Results for large-scale network
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(c) Results for US-Net network
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(d) Results for China-Net network

Figure 9: Bandwidth consumptions in different physical networks.
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